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ABSTRACT

This paper describes a novel method for generating and in-
tegrating knowledge graphs extracted from multiple natural
language sources by FRED, a machine reading tool for gen-
erating abstract representations of text documents. This is
a key problem in human-robot spoken dialogue interaction,
issue which arises from a current research project related to
active and healthy ageing using caring service robots where
we are involved. The problem is also relevant in many appli-
cation scenarios requiring the creation and dynamic evolu-
tion of a knowledge base, such as automatic news summari-
sation. Solving this problem requires solving sub-tasks that
have only been studied individually, so far. We propose a
holistic approach to handle FRED’s graphs related to differ-
ent input texts and output a knowledge graph representing
the reconciled knowledge.

Keywords
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1. INTRODUCTION

BThis paper presents a novel method for integrating knowl-
edge extracted from multiple natural language (NL) sources
into an integrated formal representation. Our tool relies on
FRE]jﬂ a machine reading tool for generating abstract rep-
resentations of text documents, and integrates the generated
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knowledge by means of an optimization technique for graph
alignment. FRED is a tool that extracts knowledge from
text and represents it by well-connected RDF graphs with
a formal semantic interpretation. FRED links the extracted
knowledge to existing linked data and ontologies, so provid-
ing the entity-centric grounding to unstructured data and
their relations as well. Knowledge related to different input
text might refer to the same concepts, events, named enti-
ties, etc. To reconcile FRED’s knowledge graphs we need to
identify when entities (events, persons, organisations, con-
cepts, etc.) present in different texts are referring to the
same one.

This problem, referred to as semantic reconciliation, is
relevant in most application scenarios that require to create
and update or evolve a knowledge base from multiple and/or
dynamic NL sources, for example: (1) supporting human-
machine dialogue in the context of assistive robotics by col-
lecting a user’s personal memories, which are provided by
NL inputs over time; (2) building an integrated knowledge
view, e.g. a summary, about a specific event, by analysing
news.

Within active and healthy ageing with use of caring ser-
vice robot&ﬂ one of the challenges is represented by the lexi-
cal/semantic communication/interaction with a person. The
robot needs to be able to communicate with humans on a
natural language basis as well as to detect, interpret, and
express emotional expressions, and to react to such inter-
actions with a behaviour, which adapts and evolve depen-
dently on the environment they live in. The robot learns and
evolves thanks to its specific with-humans relationships, but
it also exploits a general encyclopaedic background knowl-
edge from the Semantic Web. Moreover, it shares what it
learns with the other robots, hence creating a knowledge-
sharing virtuous cycle that during time makes them more
and more “cultivated” at their starting phase as well as be-
yond it. In doing so, one of the problem that needs to be
addressed is related to the identification and reconciliation
of entities when they lie in different parts of the dialogue.
Notice that our machine reader FRED is general-purpose
and the semantic reconciliation we have built on top works
not just with the robot-human dialoguing but in any domain
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(news, social networks chatting, comments, etc.).

Let us consider the following news from two different sour-
ces:  “Tony awards: “Fun Home” and “Curious incident” big
winners.”
and
“On Broadway’s biggest night “Fun Home” wins Tony award for
Best Musical”

In an ideal scenario, the goal is to automatically produce
an integrated knowledge graplrﬁ such as the one depicted in
Figure(ll Solving the problem of semantic reconciliation re-
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Figure 1: An integrated formal representation resulting from knowl-
edge acquired from two different news about 2015 Tony Awards. The
link between text segments and extracted knowledge needs to be pre-
served.

quires semantic parsing of multiple natural language texts,
transforming them to a formal representation, and identi-
fying common vs. different parts in order to reason over
an integrated knowledge graph associated with its textual
provenance. On the one hand, the problem is very chal-
lenging considering that natural language can use very het-
erogeneous forms for expressing similar knowledge; on the
other hand solving it is crucial in order to fully exploit the
knowledge produced by FRED. The remainder of the paper
is organised as follows: Section [2| discusses relevant related
research. Section [3] presents FRED, our machine reader
that transforms input text into knowledge representation.
Section H introduces the method to solve the semantic rec-
onciliation problem. Finally Section [5| is dedicated to the
evaluation of the proposed approach and Section [f] ends the

paper.

2. RELATED WORK

Ontology learning.

A nice survey presented in [18] identifies seven systems
representing the state of the art in the area, and describes
the typical tasks addressed by ontology learning systems,
as well as their functionalities and implemented techniques.
Most ontology learning and population systems focus on de-
riving a schema-level formal representation of the knowledge
expressed by a text source (e.g. concepts and taxonomical
relations, axioms, etc.), while fact-level knowledge extrac-
tion is mainly addressed by ontology population tools, which
require an existing target ontology and large-size text cor-
pora. Many of them also need some manual intervention.

4This paper refers to RDF/OWL as knowledge representa-
tion languages for knowledge graphs.

Recent work includes |2], which defines a semantic language
to represent the meaning of thousands of English sentences.
However an implementation is not provided yet.

Knowledge base integration and ontology matching.

A rich overview of ontology matching methods is provided
by [6]. As for knowledge base integration, relevant work in-
clude [16] that leverages the interplay between schema and
instance matching. Similarly, [9] shows a simple greedy it-
erative algorithm for aligning knowledge bases with millions
of entities and facts. These approaches are characterised
by the preferred large size of the ontologies/datasets treated
(for best performance), which rarely (probably never) derive
from text sources. We aim at handling knowledge graphs
derived from text sources, which are modelled by using a
frame-semantics-based representation. We align such graphs
accordingly to similarity measures that exploit frame seman-
tics features, combined with an integer linear programming
(ILP) graph matcher.

Coreference resolution.

This task deals with identifying elements in a text that
refer to the same entities. Relevant work addressing cross-
document coreference resolution include 13|15, |1]. [5] uses
spectral clustering and graph partitioning, and [12] is based
on bag of words, latent similarity and clustering techniques.
The main difference between our method and those ones is
that we identify coreference relations by analysing a formal
representation of the input texts, and by exploiting their for-
mal semantic features. When extracted entities are events,
the problem changes to resolution of event coreference within
documents (8} |4] and across documents [3| |10]. Authors
in [10] jointly model named entities and events. Clusters
of entity and event mentions are constructed and merged
accordingly to a linear regression model. The system han-
dles nominal and verbal events as well as entities, and the
joint formulation allows information from event coreference
to help entity coreference, and vice-versa. The authors of
this method show that it achieves 61.2% recall, 75.9% preci-
sion and 67.8% F1 score, under the MUC metric and on the
EECB corpus, an extension of the ECB corpus [3] annotated
with both event and entity coreferences.

3. KNOWLEDGE EXTRACTION

Knowledge extraction is performed by our tool FRED,
which converts a text into a knowledge graph. A knowl-
edge graph is a fully labeled multi-digraph, such as the RDF
abstract data structure, characterised by multiple semantic
layers, i.e. nodes and edges may represent schema entities,
data entities, meta-data entities, linguistic entities, (named)
sub-graphs, etc. NL constructions can be recognised from
parsing text fragments, but their formal semantics needs to
be represented as a knowledge graph in a formalisation step.
In our approach, we start by parsing and formalising texts
into RDF-OWL. We mainly expect to target relatively short
texts, and we need to represent concepts, relations, and fac-
tual knowledge, with less emphasis to schema-level axioms
such as disjointness, cardinality restrictions, etc.

Entities of FRED graphs can be classified in two macro-
groups: ndividuals and classes. Individuals, in turn, can
be categorized into named entities, skolemized entities (en-
tities that have no proper name), events/situations (occur-



rences of n-ary predicates), and qualities. Events have a type
dul:Event. Since FRED performs word sense disambigua-
tion and entity linking, some entities of the resulting graph
are linked to external sources (DBpedia, VerbNet). Prop-
erties of FRED graphs are divided in two macro-categories:
roles and non-roles. Roles are outgoing edges from event
nodes. All other edges are non-role edges. Role edges are
broadly classified into agentive, passive, and oblique roles.
For further information on the FRED semantics, please re-
fer to http://wit.istc.cnr.it/stlab-tools/fred/.

4. KNOWLEDGE RECONCILIATION

We present a method for reconciling knowledge extracted
from text using FRED. The main issue in reconciling two
FRED graphs consists in detecting nodes of the two graphs
that correspond to the same entity.

In the next sections, we define a graph-alignment-based
method for solving the problem defined above. The graphs
are first compressed by merging nodes and removing un-
necessary labels. The two compressed graphs are aligned
by establishing a 1-1 correspondence between nodes of the
first graph and nodes of the second graph that maximises a
score function. The score function combines the similarity
between aligned nodes and the similarity between aligned
properties. Maximising the score function has the effect
of aligning nodes that have high similarity and that are
in turn connected to edges with high similarity. Therefore
both node/edge similarity and structural information are
considered. At the end, the aligned nodes are mapped to
individuals of the original graph and sameAs relations are
added between aligned nodes. If a node of the compressed
graph corresponds to more than one individual in the origi-
nal graph, one of them is picked at random.

Graph compression. Graph compression aggregates
clusters of nodes in order to obtain abstract graphs with
less, more informative, nodes. This step is necessary for
two reasons. First the same entity may be represented by
different equivalent nodes. Collapsing all equivalent nodes
reduces the number of cross-graph associations to be found
and increases their quality. Second, it enables aggregating
type information to nodes, therefore increasing the amount
of information that helps associating nodes across graphs.

Node and edge similarity. Some similarity measures
for nodes and edges are used by the optimizer to define the
alignment scoring function. The similarity can be positive or
negative. Elements that have negative similarity tend not to
be associated, while element with positive similarity tend to
be associated. Note that the alignment algorithm performs
a global optimisation, and hence local parts of the alignment
may be penalised in favour of a global reward. For instance
two edges with positive similarity may not be aligned be-
cause this would imply aligning their endpoint nodes with
negative similarity. Similarly, two nodes with negative simi-
larity may be aligned to enable aligning incident edges with
positive similarity.

Node similarity. We distinguish among three kinds of
node pairs: relevant, compatible and incompatible. We first
check if both nodes refers to named entities. If so, we check
whether they refer to the same named entity or to different
ones. Labels of named entities are compared both by string
matching and by their alignment to public resources (DB-
pedia). If the labels are equal or are associated with the
same DBpedia entity, the pair of nodes is considered rele-

vant. Otherwise, they are considered incompatible. If one
of the two nodes does not refer to a named entity, we check
the similarity of all cross-node pairs of labels (we remind
the reader that a node may have more than one label) to
see if the nodes share equivalent or similar concepts. La-
bel similarity is computed by word-to-word similarity using
SEMILAR [14] if the corresponding entities are of the same
kind, otherwise it is zero. If the two nodes share the same
label or refer to words with similarity higher than a pre-
defined threshold (0.5 in our experimental evaluation), the
two nodes are considered compatible. In all other cases, the
pair of nodes is considered incompatible. Node similarity is
assigned as follow: 1 on relevant pairs, —1 on compatible
pairs and —oo on incompatible pairs.

Edge similarity. The similarity between two edges is de-
fined in terms of their type. Specifically, we distinguish
between compatible and incompatible edges based on their
property type and possibly their thematic role. If both edges
are non-role edges, they are considered compatible. If both
edges are role edges, they are considered compatible only if
their roles are both agentive (AGNT) or passive (PTNT). In
all other cases the edges are considered incompatible. Edge
similarity is set to 1.34 for compatible edges and —oo for
incompatible edges.

Alignment. Once the similarity among nodes and edges
have been defined, our problem can be defined in terms of
a graph alignment problem. Graph alignment is a widely
studied problem that has many applications in several fields
[17L19]. It can be formulated as a quadratic assignment prob-
lem [17] and reduced to Integer Linear Programming. The
problem formulation we adopt here is designed specifically
for directed multi-graphs (a pair of nodes can be connected
by more than one edge) and is similar to other previously
proposed formulations [7]|11]. Computing the optimal align-
ment is a NP-hard problem and hence no polynomial-time
algorithm for it is known. However, since the size of knowl-
edge graphs generated from text is not very high, and this
kind of graphs are usually sparse, standard optimization
techniques are affordable. We reduce our problem to ILP
(Integer Linear Programming) and use a standard solver for
the optimization. ILP optimizers often converge to proved
optimal solutions on small or medium problem instances and
provide good approximations with proved error bounds on
larger instances (in our experiments an optimal solution was
found in fractions of seconds in most cases). For large prob-
lem instances it is possible to apply known efficient heuristics
in change of a slight lost in quality [17].

S. EXPERIMENTAL ANALYSIS

We implemented the reconciliation method as a Python
tooﬂ We used IBM ILOG CPLEX 12.6.1 for solving the
Integer Linear Program.

Although there are no competing approaches and bench-
marks for evaluation available, we evaluated our method “by
analogy” against an existing benchmark for a related prob-
lem: Cross-document Coreference Resolution (CCR) and to
do that we used a part of the EECB 1.0 [10] gold standard
(cluster 1).

EECB is an extension of ECB [3], a corpus annotated with
event coreferences, that also contains entity coreference an-

®We omit the tool URL in the submitted version of the paper
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Table 1: Performances of our reconciliation tool in resolving cross-
document coreferences

METRIC Recall Precision F1

Avg St.dev. Avg St.dev. Avg St.dev.
MUC 50,03% 0,18 72,75% 0,22 58,03% 0,19
B3 37,88% 0,17 66,22% 0,23 46,31% 0,18
CEAFM 49,58% 0,18 69,75% 0,22 56,24% 0,17
CEAFE 36,23% 0,18 46,14% 0,23 36,89% 0,16
BLANC 46,79% 0,23 77,07% 0,25 56,73% 0,24

notations. Since we are interested in reconciling pairs of

documents, we aligned pairs of documents from the corpus
in all possible ways, and evaluated the results for each pair
(171 pairs in total). The evaluation compares clusters of
mentions generated by our tool with clusters of mentions
from the ground truth, restricted to the documents under
consideration. We removed singleton clusters (clusters con-
taining only one mention). To correctly match correspond-
ing mentions, we considered a mention to match a ground
truth mention if the first one was entirely included in the
second one. We used this procedure instead of exact match-
ing because a mention produced by our tool often refers to
the head word or to a few important words that express the
corresponding entity in the FRED graph, while mentions in
the gold standard may include a long sentence.

We computed precision, recall and the F1 score of several
metrics. We report in Tab. [I]the average value and standard
deviation on all pairs of reconciled documents.

Our tool is able to perform 72.75% of precision on average
with 50.03% of recall (under the MUC measure). Consid-
ering the difficulty of the cross-document coreference task,
these results are promising. Note that the state-of-the-art
tool for CCR achieves 75.9% of precision with 61.2% of recall
on the EECB dataset [10]. However, that tool is specifically
designed for CCR, while our tool is more general in that
it performs reconciliation over an abstract representation of
the knowledge contained in multiple text documents, with
CCR being just a possible application. Furthermore, our
method provides a knowledge graph as output that can be
directly used as machine readable data.

6. CONCLUSIONS

We have presented a novel method for generating and inte-
grating knowledge graphs extracted from multiple text doc-
uments. Our tool relies on FRED, a machine reading tool
for generating abstract representations of text documents,
and integrates the generated knowledge by means of an op-
timization technique for graph alignment. We have assessed
the performance of our tool by analogy in resolving cross-
document co-references. The results show that our method
is effective. Ongoing work is focused on building a specific
gold standard for the semantic reconciliation problem and
performing large-scale evaluation.
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