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Executive Summary

Language understanding is a key requirement for social robots like MARIO aiming at sup-
porting speech-based human-robot interactions. To enable this capability, user’s utter-
ances have to be first converted into a textual representation using an automatic speech
recogniser providing speech to text capabilities. The ability to process and understand
user utterances is then responsibility of a language understanding component, which sup-
ports the ability of client applications to manage a speech-based interaction with the user.

Deliverable 5.6 describes the software components that were designed and developed in
the context of Task 5.2 (WP5) and that contribute to the overall MARIO system architec-
ture and software framework. This version represents the final, consolidated version of
Deliverable 5.2 and its corresponding intermediate version provided in Deliverable 5.5.

Specifically, the components presented here constitute MARIO’s Speech to Text and Nat-
ural Language Understanding subsystem. The role and capabilities of these components
are also illustrated through concrete examples and representative use case scenarios
based on applications developed in the project. The deliverable also reports on research
activities carried out in the context of Task 5.2.

In addition, the document includes a discussion on the experience gained and lessons
learned from the use of semantic technologies in the context of the project.
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1 Introduction

Natural language is the primary means through which people with dementia (PWD) can
communicate and interact with MARIO robots.

This deliverable presents the approaches, methodologies and software components that
enable MARIO to convert spoken natural language input into a textual representation (i.e.,
Speech to Text), which is then translated into a formal representation so as to enable
Natural Language Understanding (NLU) capabilities.

MARIO’s NLU subsystem has been designed as a modular component consisting of an
extensible set of reusable and composable modules, each implementing and providing a
language processing and understanding capability made available as a service. This doc-
ument provides a description of these services, together with architectural choices made
to integrate them into the overall MARIO framework. Concrete examples are provided as
well, to explain how MARIO’s applications have used language processing capabilities to
support their logic and user interaction strategies.

The document also reports on research activities that were carried out in the context of
Task 5.2 and includes a discussion on lessons learned concerning the use of the semantic
technologies.

1.1 Work Package 5 Objectives

WP5 aims at developing the framework and tools that allow MARIO robots to interact
with humans and understand their needs expressed through spoken natural language. As
fundamental building blocks, understanding capabilities exploit machine reading/listening
components and RDF/OWL ontologies to first produce and then process a formal encod-
ing of the textual representation of natural language.

As such, the main objectives of WP5 are:

• to design and develop the MARIO Ontology Network (MON) and Knowledge Base;

• to provide MARIO with the ability of transforming natural language into a formal rep-
resentation, to enable reading and listening capabilities;

• to provide MARIO with the capability of recognising, storing and reusing sentiment
information, on the basis of semantic sentiment analysis techniques.

1.2 Purpose and Target Group of the Deliverable

This deliverable aims at describing the software components designed and developed
in Task 5.2. These components provide the robot with natural language understanding
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capabilities, relying on state of the art speech recognition technology and natural language
processing techniques, used in order to automatically translate spoken natural language
to a textual and formal representation, respectively.

Due to its technical nature, this deliverable is mainly targeting researches, practitioners
and developers interested in NLP techniques and in the role of NLP and machine reading
tools for service companion robots. In addition to the technical aspects, the adopted
methodological approach and main design choices are discussed as well, together with
concrete use cases, with the aim of providing health experts with an understanding on
how these techniques can support the interaction between PWD and companion robots.

This deliverable directly relies on the results of Task 5.1 (reported in Deliverable 5.1) as
far as the background knowledge and knowledge models that it uses are concerned, and
it is strongly related to the activities carried out in Task 5.3 concerning Sentiment Analysis
(as reported in Deliverable 5.7 [2]).

The overall WP5 receives as input the user and functional requirements and the system
architecture from WP1, while WP2 provides the Kompai robot and platform where the
software components are deployed. These components are exploited by the applications
and modules developed in WPs 3, 4 and 6 (as far as natural language-based interaction
is concerned), in line with the integration procedures defined in WP7. Validation activities
in WP8 provide feedback to the iterative design and development process of the software
components, and contribute to their assessment, evolution and refinement.

1.3 Document Outline

The rest of the document is structured as follows. Section 2 gives an overview of: (i) the
methodology for identifying, organising and carrying out the activities of the Task 5.2;
(ii) the architectural reference, the core components and services related to the natu-
ral language understanding. Section 3 describes the component providing the automatic
speech recognition capabilities. The MARIO’s Natural Language Understanding Subsys-
tem is presented in Section 4. Section 5 presents two applications, namely the CGA app
and the My Memories app, that are representative examples of MARIO’s applications that
rely on NLU services as part of their logic and interaction/dialogue management strategy.
The activities aimed at advancing the state-of-the-art in research fields related to Task 5.2
are summarized in Section 6. Finally, Section 7 discusses open problems and lessons
learned.

1.4 About MARIO

MARIO addresses the difficult challenges of loneliness, isolation and dementia in older
persons through innovative and multi-faceted inventions delivered by service robots. The
effects of these conditions are severe and life-limiting. They burden individuals and so-
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cietal support systems. Human intervention is costly but the severity can be prevented
and/or mitigated by simple changes in self-perception and brain stimulation mediated by
robots.

From this unique combination, clear advances are made in the use of semantic data
analytics, personal interaction, and unique applications tailored to better connect older
persons to their care providers, community, own social circle and also to their personal
interests. Each objective is developed with a focus on loneliness, isolation and dementia.
The impact centres on deep progress toward EU scientific and market leadership in ser-
vice robots and a user driven solution for this major societal challenge. The competitive
advantage is the ability to treat tough challenges appropriately. In addition, a clear path
has been developed on how to bring MARIO solutions to the end users through market
deployment.

© MARIO consortium Page 16 of 70



643808

2 Approach, Methodology and Architectural Overview

Speech is largely considered as the most powerful and effective communication modal-
ity for an assistive social robot to interact with its users, and spoken dialogue is generally
regarded as the most natural way for human-robot interaction (HRI) [3]. The ability to com-
municate using natural language is thus a fundamental requirement for a social robot that
aims at providing support for people with dementia (PWD). Recent technological devel-
opments and research results are contributing to solving the challenges that characterise
the design and implementation of language understanding capabilities for human-robot
interaction.

The activities carried out in Task 5.2 primarily aim at providing MARIO robots with the
ability to acquire, process and understand natural language sentences (i.e., user’s utter-
ances) that PWD use when interacting with the robot. This section introduces the overall
approach adopted throughout the entire lifespan of this task, summarises the general
methodology that has been followed, and provides an overview of the core software com-
ponents that were designed, developed and integrated in the architecture of the MARIO
platform.

2.1 General Approach

The structuring and organisation of the core activities have been following two complemen-
tary paths, though interlinked and interleaved among each other. This approach allowed
us on the one hand to concretely contribute to the development of the MARIO software
framework and, on the other hand, to investigate challenging research problems and con-
tribute to advance the state of the art. The two activity paths are summarised hereafter.

Iterative design and development of targeted approaches and solutions

The work carried out along this path has been focusing on the design, development and
deployment of the software components (presented in Sections 3 and 4) implementing
targeted approaches and working solutions that provide MARIO with natural language
acquisition and understanding capabilities.

In line with the overall principles and methodology adopted in the project, we have been
following an incremental and iterative design and development approach, inspired by Agile
principles. As a consequence, the implemented approaches and solutions have been:

• designed following a requirements-driven and user-centered approach, taking into
account pilot sites’ needs and scenarios;

• incrementally integrated, tested and validated during trial activities with PWD;

• gradually refined and improved on the basis of trials feedback.

The iterative process of testing and revision was aimed at gradually adapting, extending
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and improving the available features and capabilities on the basis of a continuous assess-
ment process driven by trial results, to best meet the requirements of PWD and carers in
each pilot site.

Research activities and solutions targeting open problems

The work carried out along this path has been focusing on research activities aimed at
the identification of solutions targeting open problems in the broad field of knowledge rep-
resentation and semantic language understanding. These research problems are either
inspired by and abstracted from concrete project use cases, or derive from general chal-
lenges that can be specialised in the context of socially assistive robots.

Research activities, summarised in Section 6, concretely led to:

• the definition of resources, methods and techniques to advance the state of the art in
the field of knowledge engineering and semantic NLP;

• the production of scientific publications and proof-of-concept implementations.

Although the level of maturity of these results and proof-of-concept implementations pre-
vented an on-the-field deployment during pilot trials, they represent an integral part of the
overall contribution of Task 5.2.

2.2 Methodology and Main Activities

As part of the iterative user-centered approach for enabling robot reading and listening
capabilities, the identification of the fundamental needs and requirements plays an impor-
tant role. Technical and non-technical requirements were thus derived from the reference
scenarios and use cases, as initially described in Deliverable 1.1 [4] and then further re-
fined in relation to the set of applications that constitute the 4-Connect Community Module
(Deliverable 3.1 [5]), the 4-Connect My Social Network Module (Deliverable 3.3 [6]) and
the Comprehensive Geriatric Assessment (CGA) module (Deliverable 4.3 [7]).

In order to support the design and implementation of MARIO’s language acquisition and
understanding capabilities:

• caregivers and domain experts across all pilot sites have been continually involved
and provided input and feedback to the development of MARIO’s understanding ca-
pabilities, in terms of dialogue and use case scenarios; specifically:

– concrete examples of prototypical speech-based interactions between PWD and
MARIO were provided in the form of dialogue scripts;

– additional input was provided as a result of the on-the-field observation of PWD
interacting with MARIO during the initial acceptance and validation trials (e.g.,
identifying and reporting on typical questions that PWD pose to MARIO);

• audio/video recordings (and their corresponding transcripts) were collected from the
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three pilot sites, focusing on speech-based interactions between PWD and care-
givers.1

These elements, together with the domain- and application-specific scenarios related to
the suite of MARIO’s applications, served as a basis for:

• evaluating state of the art speech to text solutions, with the goal of identifying a speech
recognition tool to be integrated in the platform (as discussed in Section 3);

• identifying the core natural language processing and understanding capabilities to be
implemented and made available to the other components and applications;

• driving the architectural decisions on the structuring and integration of NLP/NLU fea-
tures in the context of the platform (as introduced in the next subsection and then
presented in Section 4).

2.3 Architectural Reference, Core Components and Services

In the MARIO architectural framework, the main capabilities of the robot are provided by a
set of software components or applications, each implementing a specific task- and goal-
oriented functional or behavioural skill. Concrete examples include, among the others, the
ability to perform the CGA, to play music, to reminisce with the PWD, and so on. These
abilities clearly correspond to the so-called MARIO applications (My Music, My Memo-
ries, CGA, etc.), whose rationale, design and implementation are extensively discussed in
Deliverables 3.1, 3.3 and 4.3 [5, 6, 7].

Each application is responsible for managing the multimodal interaction with the user
(combining speech-based and touch-based interaction modalities) to provide the intended
functionality, performs potentially complex processing and reasoning steps according to its
internal logic, maintains and updates an internal state, and operates on the basis of user
input and domain-specific knowledge. For example, the My Music application is responsi-
ble for guiding the user through the process of selecting and playing her favourite music,
as a sequence of multimodal interactions where natural language input and User Interface
screens are combined. Applications have thus different needs concerning both language
understanding and the way they manage a dialogue-based interaction with PWD.

While each application is directly responsible for undertaking a dialogue-based interaction
with the user according to the application’s scope and goal, other speech-based interac-
tions between the user and robot take place outside the scope of a specific application.
This corresponds to those speech-based interaction scenarios where the user issues spe-
cific commands or requests to the robot (e.g., to trigger and activate an application), or
where the user and MARIO engage in so-called “small talk” interactions, such as greet-
ings, questions issues by the user about the robot (e.g., “What’s your name?”, “How are

1where direct involvement of PWD was not possible, speech-based interactions were recorded by care-
givers reproducing realistic settings
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you?”, etc.) or to get information about the current date or time, and so on. Supporting
these interactions, which are part of MARIO’s social skills and abilities, can be seen as
part of the responsibilities of MARIO’s Task Manager, as further clarified in this section.

In term of language processing and understanding, we can thus identify heterogeneous
needs related to MARIO’s applications and components, including:

• supporting “small talk” and basic conversational interactions;

• recognising user’s intent to trigger an application or an action within an application;

• understanding and interpreting user’s answers to closed and open-ended questions
(as in the case, for example, of the questionnaire-based assessment managed by the
CGA application);

• characterise user’s reaction to open-ended prompts (as in the case, for example, of
the My Memories application supporting reminiscence).

On the one hand, this heterogeneity prevents to commit to a particular language process-
ing and understanding approach, or to adopt a system-wide dialogue representation and
management strategy. This would represent a constrain for the different applications and
limit the potential extensibility of the framework with new skills, abilities and applications.
On the other hand, regardless of this heterogeneity, the identified needs can be abstracted
and mapped to specific natural language processing and understanding tasks.

These observations and evaluations motivate the choice of conceiving and designing
MARIO’s NLU subsystem as a modular component consisting of an extensible set of
reusable and composable modules, each implementing and providing a language pro-
cessing and understanding capability made available as a service.

The goal of the NLU subsystem is thus to make available multiple NLP/NLU services that
can be used by MARIO’s applications and components. Specifically, the core components
that enable MARIO to get user’s speech, provide language processing capabilities and
use the available services are shown in the architectural model of Figure 1.

The Speech to Text component (presented in Section 3) is responsible for converting user
speech into a textual representation, while the Natural Language Understanding Subsys-
tem implements and provides the NLU/NLP services, as presented in Section 4. These
service are complemented by Sentiment Analysis capabilities, presented in Deliverable
5.7 [2] and also made available following a service-oriented approach. As shown in the
diagram, there is a dependency between language understanding modules and MARIO’s
knowledge management framework [8], as some of the text analysis services also rely on
and exploit local domain knowledge stored in the MARIO Knowledge Base.

In line with the discussion above, language processing and understanding services are
accessed by MARIO’s Applications and by the NLU Manager. The applications rely on
the services to support their speech-based user interaction processes part of the overall
application logic; concrete examples are provided in Section 5. The NLU Manager (con-
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Figure 1: Overview of core components and their dependencies

ceptually shown as part of MARIO’s Task Management capabilities) is the component that
receives the recognised text from the Speech to Text component and is responsible for
managing the speech-based interactions between the user and robot that take place out-
side the scope of a specific application. To this end, it relies on the language processing
and understanding services to implement speech-based conversational interactions cov-
ering, e.g., small talk and recognition of user’s intent to trigger an application. Additionally,
the NLU Manager provides a general-purpose mechanism that allows relating User Inter-
face control elements (e.g., buttons and selection choices shown on MARIO’s screen) to
specific actions to be triggered. The triggering of an action is constrained by the invo-
cation of one or more NLP/NLU services, whose output and result allow deciding on the
possibility to execute the action. Basically, given the recognised text as input, the NLU
Manager check whether it can manage and process it with its internal modules or using
the general approach outlined before. Otherwise, if there is an active application the input
text is forwarded to it for processing.

The decision of adopting a service-oriented approach for providing language processing
and understanding capabilities (as well as sentiment analysis) is further motivated by con-
sidering that a service-oriented approach:

• does not force to commit to a specific programming language for implementing the
language processing and understanding services; this favours the potential extensi-
bility of the offered services and allows reusing state of the art libraries supporting
specific text processing tasks;

• does not force the client components to use a specific programming language for
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accessing the services; this is important in the MARIO framework, where applications
and components were developed using multiple programming languages;

• allows further integration of text processing capabilities already available as a service;
this is the case of FRED [9], whose semantic machine reading capabilities have been
integrated in the platform by exploiting its service-oriented API.
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3 Vocal Input Interface and Speech to Text Component

A speech recogniser or Speech to Text (S2T) engine is a software component providing
automatic speech recognition (ASR) capabilities, i.e., able to convert an input speech ut-
terance into a textual representation. It receives as input the user’s speech (typically cap-
tured by a microphone or provided as an audio file) and produces as output a sequence of
words that most likely corresponds to what the user said, according to its internal acoustic
and linguistic models. As part of this process, a speech recogniser also provides basic
noise filtering and segmentation capabilities, to reduce the impact of background noise
and detect utterances’ boundaries, respectively.

In MARIO, Nuance Dragon NaturallySpeaking2 was selected as S2T engine and inte-
grated in the software platform as part of the vocal interaction interface, according to the
process reported in the following subsections.

3.1 Identification of MARIO’s Speech to Text Engine

As a basis for enabling robot reading and listening capabilities, an empirical analysis and
comparative evaluation of state of the art speech recognition engines was performed at
the early stages of Task 5.2 (second half of 2015), in order to identify the most appropriate
and possibly best performing “off the shelf” speech recognition engine to be integrated
in the MARIO software framework. To this end, we considered the leading state of the
art speech recognition frameworks and services, and (i) we assessed them against the
specific requirements reported below, and (ii) we empirically evaluated their recognition
accuracy with respect to a reference dataset.

The fundamental requirements identified for the integration of a S2T engine in MARIO are
the following:

1. multilingual support, with a focus on English and Italian (as languages required to
cover MARIO’s three pilot sites);

2. the ability to fully operate on-board the robot, with no dependency on external ser-
vices and network connectivity, as a reliable Internet connection is not always avail-
able at the pilot sites and privacy concerns were raised concerning the transmission
and processing of data/speech by third party services.

Although the second requirement would exclude any speech recognition framework or
API made available online as-a-service, cloud-based speech to text APIs and services
were considered as part of the initial set of candidate solutions. Specifically, these speech
recognition engines and services were initially considered:

• CMU Pocketsphinx and CMU Sphinx4, which are open-source native C and Java
2https://www.nuance.com/dragon/dragon-for-pc/premium-edition.html
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speech recognition libraries3, respectively;

• Nuance Dragon NaturallySpeaking4, a standalone software package for speech
recognition;

• IBM Bluemix/Watson speech recogniser (now available as Watson Speech to Text5),
Speechmatics6, Project Oxford Speech to Text (now part of Microsoft’s Cognitive Ser-
vices suite7) and Google Cloud Speech-to-Text8 as cloud-based online speech recog-
nition services.

Among the online speech recognition services, IBM Bluemix/Watson speech recogniser,
despite not providing S2T for Italian, was selected for further analysis: Speechmatics did
not support the Italian language and preliminary empirical tests showed that it was too
slow (i.e., had a high response time); Project Oxford Speech to Text did not support Italian
and access to the API was tied to the usage of Microsoft’s .NET Framework; Google’s API,
while providing S2T for Italian, requires a subscription fee for the Cloud Platform, with a
free usage plan limited to 60 minutes/month (whereas IBM’s service, while still requiring a
subscription fee, offers a free usage plan for 1000 minutes/month).

The performance of CMU Pocketsphinx, Sphinx4, IBM Bluemix/Watson speech recogniser
and Nuance Dragon NaturallySpeaking was evaluated on an open dictionary extracted
from from anonymised patient dialogues collected from the three pilot sites and provided
as audio recordings (with the corresponding transcripts). Specifically, the audio recordings
were segmented and provided as input to the speech to text engines, and the recognition
output was then compared to the available transcripts in order to compute the accuracy in
terms of F1 score, as summarised in Figure 2.9

Combining these results with the lack of support for Italian of IBM Bluemix/Watson, Dragon
NaturallySpeaking emerged as the best choice with respect to MARIO’s requirements.

Nuance Dragon NaturallySpeaking. Dragon Naturally Speaking (DNS) 13 Premium is
among the best off-the-shelf S2T engines, with full support for English and Italian. It can
be installed and deployed as a standalone solution, without any dependency on Internet
connectivity and external services. Moreover, the availability of a version for PC deploy-
able on machines running Windows allows directly using the Kinect’s microphone array
(available on MARIO Kompai robots) as input device. The engine enables the definition
of user-specific vocal profiles, through a voice training step that has to be performed once
for each user to ensure recognition accuracy. The setup of a vocal profile takes only a
few minutes and has thus no significant impact on the overall user experience. DNS then

3https://cmusphinx.github.io/wiki/download/
4https://www.nuance.com/dragon/dragon-for-pc/premium-edition.html
5https://www.ibm.com/watson/services/speech-to-text/
6https://www.speechmatics.com/
7https://azure.microsoft.com/en-us/services/cognitive-services/speech-to-text/
8https://cloud.google.com/speech-to-text/
9These results refer to an evaluation performed in the second half of 2015; the capabilities of the engines

and services may have changed at the time of writing.
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Figure 2: F1 score for open dictionary of the speech recognition services and engines
tested

implements a continuous voice training process for maintaining users’s vocal profiles and
improving recognition accuracy over time. We initially bought license rights covering up
to three installations. Additional licenses were then acquired for the other Kompai robots
delivered to pilot sites once they were ready to be used for trial activities.

3.2 S2T Component Design, Implementation and Integration

As a standalone software package, Dragon NaturallySpeaking is not specifically designed
to be programmatically integrated with and controlled by external applications. It does
provide a scripting language (in Visual Basic/C#), but its usage is limited to the creation of
new voice commands. To integrate DNS in the MARIO architecture and software frame-
work, we leveraged on NatLink10, an open source extension module for Dragon written
in Python that allows accessing speech recognition output text and developing command
and control macros to control the S2T engine.

MARIO’s Speech to Text component is thus designed and implemented as a Python soft-
ware package that wraps Dragon’s recognition engine and is responsible for: (i) making
available to the other components the textual representation of user’s utterances provided
by Dragon’s engine; and (ii) implementing and providing an interface for controlling the sta-
tus of the recogniser, enabling other components to activate and deactivate the acquisition
of speech from the microphone. As shown in Figure 3, the S2T component integrates the
Dragon recogniser and consists of two modules: the Speech to text Manager and the
Speech to text Controller.

10http://qh.antenna.nl/unimacro/
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Figure 3: MARIO Speech to Text component

3.2.1 Speech to text Manager

The Speech to text Manager interacts with Dragon through the API of the NatLink module
and is responsible for:

• intercepting the output text produced by the Dragon engine;

• filtering out output sequences produced by Dragon when the recognition fails because
of background noise, cleaning the text by replacing specific character sequences pro-
duced by Dragon for accented characters (mainly in the case of Italian), and encoding
the text in UTF-8 format;

• making the recognised text available to the NLU Manager to trigger the language
processing and understanding process.

In the MARIO software platform, the communication between software components is
mainly mediated by MARIO’s Event Bus, a message-oriented middleware supporting
topic-based publish-subscribe interaction patterns. In line with this paradigm, the Speech
to text Manager is also responsible for creating and managing a dedicated topic (named
speech2text) that is then used to make available the S2T output by publishing messages
containing the recognised text. Similarly, the NLU Manager interested in receiving the
S2T output subscribes to the named topic and receives from the Event Bus the messages
containing the recognised text to be processed. An example of an event bus message
containing as body the text produced by the S2T component is shown in Listing 1.

{

"messageId ":" speech2text -16",

"timestamp ":"2017 -05 -16 T17 :20:07.143" ,

"properties ":{},

"body ":"I would like to listen to some music"

}

Listing 1: Example of a message containing the S2T output text
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3.2.2 Speech to text Controller

The Speech to text Controller interacts with Dragon through the API of the NatLink module
and controls the status of the speech acquisition process. It is responsible for:

• processing the commands sent by other components to enable or disable the acqui-
sition of the input speech from the microphone;

• notifying status changes of the acquisition process, i.e., informing other components
that the microphone has been switched on or off.

As in the case of Speech to text Manager, the interaction between the Speech to text
Controller and other components is mediated by the Event Bus. A dedicated topic (named
s2tstatecontroller) is provided to the other components in order to send commands
to the Speech to text Controller that subscribes to the topic to receive the commands.
Similarly, a dedicated topic (named s2tstate) is available to the Speech to text Controller
to publish status changes so that subscribed components are notified. When it receives
a command sent on the s2tstatecontroller topic to switch on/off the recognition, the
Speech to text Controller: (i) enables/disables Dragon’s microphone (i.e., the ability to
acquire and process the input speech), and (ii) notifies the status change by publish-
ing a message to the s2tstate topic to inform interested components. In line with well-
established Enterprise Integration Patterns [10], pairs of correlated messages are thus
used to implement a two-way request-reply interaction pattern, allowing components to
ask the S2T component to switch on/off the microphone and get back a response with the
status change. A concrete example of request-reply message pair is provided in Listing 2.

// request to switch on the microphone (s2tstatecontroller topic)

{

"messageId ":" s2tstatecontroller -13",

"timestamp ":"2017 -05 -16 T19 :23:53.387" ,

"properties ":{},

"body ":"{

\" status \":\"on\",

\" source \":\" gui\"

}"

}

// correlated response with status change (s2tstate topic)

{

"messageId ":" s2tstate13",

"timestamp ":"2017 -05 -16 T19 :23:53.393" ,

"correlationId ":" s2tstatecontroller -13",

"properties ":{},

"body ":"{

\" status \":\"on\",

\" source \":\" gui\"

}"

}

Listing 2: Example of a request-reply message pair to activate the speech recogniser
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Concretely, the status of the S2T component is controlled through the described mecha-
nism by the following components.

• MARIO User Interface: all screens of MARIO’s GUI show the current status of the
S2T engine, with a red/green microphone icon shown at the top right corner, which
also enables users to manually switch on/off the S2T engine.

• MARIO Text to Speech (integrated in MARIO User Interface): to avoid that robot’s
utterances are undesirably considered as input speech, the S2T engine is switched
off before any utterance produced by the robot is spoken out, and is then switched
back on.

• MARIO Applications: some applications provide features that need to ensure the S2T
engine is not active during the interaction. This is the case of: (i) the My Music
application that deactivates the S2T engine before playing music, to avoid that songs’
lyrics are undesirably processed as input speech; (ii) the My Games application that
deactivates the S2T engine before starting a game, to avoid that any background
music or sound is undesirably processed as input speech; (iii) the My Chat application
that deactivates the S2T engine during a call, to avoid that the call is considered as
input speech.
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4 Natural Language Understanding Subsystem

As introduced in Section 2.3, MARIO’s components and applications have heterogeneous
needs in terms of NLP and speech-based interaction management. For example, task
management capabilities require to recognise user’s intention to trigger an application,
the CGA application relies on Q&A interaction patterns based on open- and closed-ended
questions, and the My Memories application supports reminiscence by engaging the user
with closed-ended questions or open-ended prompts.

To overcome this heterogeneity of needs and the impossibility to adopt a “one-size-fits-all”
approach, MARIO’s NLU subsystem provides and makes available a set of reusable and
composable language processing and understanding services. MARIO’s NLU Manager
and applications can use these services and, on top of them, build their domain-specific
user interaction logic and internal dialogue management strategy.

In the following we introduce the core language processing and understanding capabilities
that were identified and then concretely implemented and made available.

Pattern Matching. The ability of recognising specific keywords (i.e., keywords spotting) or
more complex patterns in the input text is a basic form of shallow language process-
ing. Despite its relative simplicity, pattern matching becomes a powerful general-
purpose tool to address well-defined recognition tasks, as in the case of yes-no
questions. As it emerges from the review of dialogue systems and conversational
agents for PWD reported in Deliverable 4.1 [11], keyword-spotting techniques are
often at the heart of the interaction capabilities of these systems. In addition, pat-
tern matching can be used as building block to support more advanced processing
capabilities.

Named Entity Recognition and Linking. The ability of recognising entity mentions in
the input text and associate them with the corresponding type (such as persons,
places, etc.) is fundamental in language processing. The recognition of specific
entities is a requirement of different MARIO applications: in the CGA process, for
example, the answers the PWD is supposed to provide to some of the assessment
questions correspond to specific entities such as locations, dates, numbers and per-
sons. The recognition of entities can then be extended with the ability of linking
the recognised entity mentions to specific entities in a knowledge base. Entity link-
ing performed with respect to MARIO’s user-specific knowledge base (KB) supports
those use cases where applications (such as the My Memories and My Chat apps)
have to understand that the PWD is mentioning, for example, a specific family mem-
ber or friend. Entity recognition and linking introduce semantic features, with the
ability of identifying the type of an entity mention and link it to a specific entity in the
KB, respectively.

Word Sense Disambiguation. Word Sense Disambiguation refers to the ability of identi-
fying the sense/meaning a word (among its potential word senses) in the context of
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a sentence it is used in. This language understanding capability is a prerequisite for
building other semantic interpretation and machine reading approaches, as reported
in this section.

Frame Recognition. Frame Recognition refers to the ability of identifying the semantic
frames evoked by words in a sentence. Frame recognition introduces frame seman-
tics in MARIO’s understanding capabilities and can be used by applications to relate
the recognised frames to user’s intent and link them to specific actions.

Semantic Role Labelling. Semantic Role Labelling has the goal of identifying the se-
mantic role of the elements in a sentence. When coupled with frame recognition,
semantic role labelling allows assigning to the constituents in a sentence their role
as frame elements with respect to the recognised frame occurrence. This provides
MARIO with deep frame-based semantic parsing and machine reading capabilities.

The modules implementing these services rely on different strategies and have different
degrees of complexity, from shallow parsing to deep semantics-oriented natural language
processing and interpretation.

Each module can provide a general-purpose service (e.g., for keywords detection, pattern
matching, or frame recognition) or focus on a specific interpretation domain or task, such
as the ability to recognise specific entities (e.g., persons, dates, numbers, etc.) and link
them to the local, user-specific knowledge base.

Moreover, some modules provide their NLP/NLU services by reusing or composing ser-
vices provided by other modules. For example, pattern matching is used as a basis for
recognising specific entities, and (Named) Entity Linking (NEL) relies on the capabilities of
the module providing (Named) Entity Recognition (NER) (Section 4.1.3). Similarly, frame-
based semantic parsing, as provided by the FRED machine reader [9], combines multiple
processing abilities in a complex pipeline that includes word sense disambiguation, frame
recognition, semantic role labelling and entity linking.

Services also vary in terms of semantic features: while basic shallow parsing and pro-
cessing techniques (such as pattern matching and named entity recognition) do not rely
on advanced semantic features, other services providing (named) entity linking or deep
frame-based semantic text analysis build on resources providing linguistic knowledge and
background knowledge, and can also rely on and exploit local domain knowledge stored
in the MARIO Knowledge Base.

Figure 4 specialises the diagram provided in Figure 1 and shows the core components
and services that constitute MARIO’s Natural Language Understanding subsystem. Each
service and its capabilities are then presented in the next subsection.
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Figure 4: Overview of the NLU subsystem

4.1 Natural Language Understanding Services

This section provides a description of the Natural Language Understanding services that
have been implemented, integrated into the MARIO platform, and made available to the
other components and applications. Although sentiment analysis capabilities are reported
in Deliverable [2], the corresponding service is summarised as part of this section.

4.1.1 Pattern Matching

This service aims at matching user’s utterances against provided patterns, defined as
regular expressions. This shallow parsing technique provides client applications with a
general-purpose mechanism for detecting predefined sequences in the input text. In its
simplest form, pattern matching can be used for simple keywords detection.

Evaluating regular expressions against strings is a common feature of every modern pro-
gramming language. On top of the Java regular expression engine we have developed
a service for facilitating the definition of regular expressions and their evaluation against
natural language. The service takes as input a text and requires either a list of chunks or
keywords, or an expression to be evaluated.

When operating on an input list of strings, the service performs a number of preprocessing
and normalisation tasks for building a regular expression from the given chunks or key-
words, and then it evaluates the resulting expression on the input text. The preprocessing
and normalisation steps for composing the regular expression include lowering the case
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Figure 5: Example of NLU module that relies on the pattern matching service for recog-
nizing when the PWD asks for the name of the robot

of the keywords (and input text), character substitutions (e.g., replacing white spaces with
\s) and OR-ing the keyword strings. The service can be invoked to either match the entire
input against the keywords or expression, or to identify the subsequences of the input text
that match the pattern. In the first case a boolean value is returned (i.e. matched or not
matched); in the latter case it returns a list of spans in the input text matching the regular
expression.

Despite its simplicity, pattern matching (i) can be useful for identifying predictable input se-
quences or structured entities (e.g., dates or days of week); (ii) has a better performance
and lower computational complexity with respect to deep NLP processing and complex
syntactic/semantic parsing algorithms; (iii) provides a relatively simple yet powerful lan-
guage to define pattern expressions.

However, among potential disadvantages we have: (i) the need to design and adjust the
patterns so as to balance between too restrictive and too permissive expressions; (ii) the
robustness against language variations has to be explicitly encoded in the patterns, and
this can be hard to scale up to cover all possible inputs; (iii) no information is provided on
the syntactic and/or semantic structure of the input text.

Beyond providing a general-purpose pattern matching capability, this service supports the
development of higher-level understanding modules and can be used to manage interac-
tion scenarios where the potential variability of user input can be encoded in a pattern
expressions. An example is illustrated in Figure 5, where a regular expression is used to
build an understanding module that recognises when the user asks for the name of the
robot.
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4.1.2 Enhancing Pattern Matching with Paraphrases

When defining patterns to be matched against the input text, the effort of encoding possi-
ble language variations is left to the one who build the expression. In some scenarios, this
corresponds to defining possible variants of a restricted number of terms, as in the case of
recognising the answer to a yes-no question (which, for example, cover most of the items
in the CGA questionnaires).

To simplify this effort, we identified the possibility of further extending the pattern matching
service with paraphrases. To this end, an additional service is provided, which is based
on the service presented in Section 4.1.1. This service basically increases the coverage
of a regular expression by OR-ing words with their paraphrases.

In this way, the initial pattern defined in the regular expression is expanded by includ-
ing lexical, phrasal and syntactic paraphrases retrieved from the Paraphrase Database
(PPDB)11. Therefore, the resulting regular expression is an alternation of paraphrases
that extend the provided tokens. As an example, this service is concretely used for inter-
preting yes-no answers of the Comprehensive Geriatric Assessment Questionnaire (see
Deliverable 4.3 [7] and Section 5.1). Starting from manually defined seeds of positive and
negative expressions, the PPDB was queried to include the corresponding paraphrases
and increase the pattern coverage for interpreting positive and negative answers.

Re-engineering PPDB. The Paraphrase Database (PPDB) [12] is an enormous col-
lection of lexical, phrasal, and syntactic paraphrases. The database is released in six
sizes (from S to XXXL) ranging from highest precision/lowest recall to lowest average pre-
cision/highest recall. PPDB is an automatically extracted database containing millions of
paraphrases in 16 different languages. The goal of PPBD is to improve language process-
ing by making systems more robust to language variability and unseen words. The entire
PPDB resource is freely available under the Creative Commons Attribution 3.0 United
States License. PPDB is distributed as a set of plain text files, with one paraphrase rule
per line. For the English language, each line is formatted as follows

LHS ||| PHRASE ||| PARAPHRASE ||| (FEATURE=VALUE)* ||| ALIGNMENT ||| ENTAILMENT

where:

• PHRASE is a multiword expression;

• PARAPHRASE is its paraphrase;

• LHS is the constituent or CCG-style slashed constituent label (in the parse tree) for
the paraphrase pair;

• ALIGNMENT indicates the type of alignment between phrase and its paraphrase
(e.g., one-to-one, one-to-may etc.);

11http://paraphrase.org
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• FEATURE is a list of scores calculated among the paraphrase pair;

• ENTAILMENT is an automatically assigned entailment relation holding between the
PHRASE and PARAPHRASE (e.g., Equivalence for pairs like couch/sofa, or Forwar-
dEntailment for pairs like dog/animal).

In order to make the PPDB corpus available to the understanding modules and MARIO’s
applications, we have transformed the paraphrase corpus in RDF (Resource Description
Framework) according to a specific PPDB ontology module we designed. The PPDB
ontology is available online at https://w3id.org/ppdb/ontology.

From the paraphrase corpus we extracted only the paraphrases for the English and Italian
languages with an high confidence value. Access to the PPDB RDF dataset is also made
available as a service, which enable the possibility to dynamically query the resource to
retrieve paraphrases for a given term or expression.

4.1.3 Named Entity Recognition and Linking, and Word Sense Disambiguation

Named-entity recognition (NER) is the task of locating named entities mentioned in text
and classifying them into a set of pre-defined semantic categories such as persons, or-
ganizations, locations, numbers, dates, etc. For example, given the sentence “I was born
in Rome, the capital of Italy” the goal is to recognize that “Rome” and “Italy” are loca-
tions. Named-entity Linking (NEL) is the task of linking recognised entities mentioned in
text to specific entities in a knowledge base. For example, in the sentence used before
the goal is to determine that “Rome” refers the specific entity described in the Wikipedia
article available at a specific URL12. Word Sense Disambiguation (WSD) denotes the task
of determining the senses of words in a text, considering their context. For example, given
the sentence used before, WSD has the goal of recognising that the word “capital” has
the meaning of (i.e., the sense) “a seat of government” (rather that “wealth in the form of
money or property”).

State of the art tools and services providing general-purpose NER, NEL and WSD capa-
bilities are available and are used as building blocks in the NLP pipeline of FRED (Sec-
tion 4.1.5) and in the Word Frame Disambiguation service (Section 4.1.4).

Entity Recognition. To provide NER capabilities as a standalone service, we rely on and
integrated the NER component provided by the Stanford’s CoreNLP framework 13 (sup-
porting the English language) and the NER component provided by the Apache OpenNLP
library14 (for which models supporting Italian are available). Both can be deployed off-line
without the need of a network connection. However, due to the lack of support for the
Italian language of NER capabilities for recognising mentions that refer to date elements
(calendar days, months, days of week) and numbers, specific modules and services were

12https://en.wikipedia.org/wiki/Rome in this case the reference knowledge base is DBpedia
13https://stanfordnlp.github.io/CoreNLP/
14https://opennlp.apache.org/
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implemented, on the basis of the pattern matching service, to provide this ability. This is
particularly relevant for the CGA application, as some of the questions posed to PWD re-
quire to identify these elements to interpret user’s answers. The NER service is also used,
for example, by the My Memories application for recognising dates, places and persons
mentioned by PWD during the reminiscence process.

Entity Linking. Concerning entity linking, existing general purpose NEL frameworks re-
quire a considerable computational power and working memory, making impractical their
deployment on a robotic platform. Examples of this kind of services are Babelfy [13]
(which jointly perform NEL and WSD), TagMe [14] and Apache Stanbol15. These tools
can only be used as remote services and are integrated within FRED [9]. Babelfy and
TagMe perform entity linking for both Italian and English.

General purpose NEL tools typically perform the linking with respect to ”encyclopaedic”
knowledge bases, such as DBpedia. In the context of MARIO, the need to perform entity
linking with respect to the local user-specific knowledge base has emerged as an impor-
tant requirement. For example, PWD may refer to relatives and friends in their speech,
and those mentions have to be recognised and linked to the specific entities represent-
ing those people in the KB as part of user profile. A general purpose NEL is not able to
identify that in a sentence like “That’s Paul in the picture” the mention of the named entity
Paul refers, for example, to PWD’s son. Ad-hoc NEL solutions, made available as light-
weigh NEL services working off-line, have thus been developed for supporting MARIO’s
applications.

Specifically, NEL services have been implemented for both for English and Italian to sup-
port:

1. the recognition of mentions that refer to PWD’s relatives and friends; in particular the
recognition and linking is not limited to persons’ names and also considers the social
relationship they have with the PWD, as defined in the KB: for example, in a sentence
like “That’s my wife in the photo” the service links “wife” with the entity of MARIO’s
KB representing PWD’s wife;

2. the recognition of mentions of pre-defined entities representing persons in the knowl-
edge base: this is the case of the entities representing, e.g., the current and former
pope and president (representing the expected answers to specific questions of the
CGA);

3. the recognition of mentions of pre-defined entities representing specific places, such
as PWD’s home address and the place where MARIO operates (e.g., the hospital or
nursing home).

Word Sense Disambiguation. As in the case of NEL tool, the deployment of existing
WSD services is impractical on robotic platforms. For instance, Babelfy, an application
that jointly performs NEL and WSD, requires 25GB of RAM. Babelfy can be used only

15https://stanbol.apache.org/
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as and external service, as exploited by FRED [9] and the Word Frame Disambiguation
service [15] described in the next section. UKB [16] is a collection of programs for per-
forming graph-based WSD. UKB can be configured so to consume an acceptable amount
of resources hence allowing the deployment on a robotic platform. Although WSD is not
explicitly used as a standalone service in the MARIO platform, to make available a WSD
service to any application running on MARIO, we have developed a REST service expos-
ing an interface for UKB. The service takes as input a text and provides as output the text
tagged with word senses.

4.1.4 Word Frame Disambiguation

Word Frame Disambiguation is the task of recognizing frames evoked by words in a given
sentence. For example, in the sentence ”Rome is the capital of Italy” the word ”capital”
evokes the frame ”Political Locales”16. A service relying for Word Frame Disambigua-
tion relying on Framester and Babelfy has been developed for the MARIO project and is
available online at17. A description of the WFD is given in [15]. This service has also
been integrated within the FRED NLP pipeline. An on-line demo of this service can be
accessed at18 and the API are documented at19. The service takes as input a text and
a Framester profile (e.g. Base, Transitive etc.) and provides as output a JSON. An ex-
ample of request and corresponding response is the following example 3. The service
recognizes the occurrence of the Framester’s Frames ”Desiring” and ”Reading” which are
evoked by the words ”want” and ”read” respectively. The service also provides the result
of the Word Sense Disambiguation performed through Babelfy (field ”bnSynset”).

// Request input: "I want to read the news , T"

{

"text ":"I want to read the news",

"profile ":"T",

"annotations ":[

...

{

"word ":" want",

"begin ":"2" ,

"end":"6" ,

"bnSynset ":" http :// babelnet.org/rdf/s00086682v",

"frames ":[" https :// w3id.org/framester/framenet/abox/frame/Desiring "]

},

...

{

"word ":" read",

16Framester’s Frame for Political Locales https://w3id.org/framester/framenet/abox/frame/

Political_locales
17https://w3id.org/framester
18https://lipn.univ-paris13.fr/framester/en/wfd_json/sentence
19https://github.com/framester/Framester/wiki/Framester-Documentation#CURL_commands_for_

Accessing_Word_Frame_Disambiguation_API
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"begin ":"10" ,

"end ":"14" ,

"bnSynset ":" http :// babelnet.org/rdf/s00092424v",

"frames ":[" https :// w3id.org/framester/framenet/abox/frame/Reading "]

},

...

{

"word ":" news",

"begin ":"19" ,

"end ":"23" ,

"bnSynset ":" http :// babelnet.org/rdf/s00057546n",

"frames ":[]

}

]

}

Listing 3: Example of output produced by the Word Frame Disambiguation Service

4.1.5 Frame-based Semantic Processing

A machine reader is a tool able to transform natural language text to formal structured
knowledge so as the latter can be interpreted by machines, according to a shared seman-
tics. FRED [17] is a machine reader for the semantic web: its output is a RDF/OWL graph.
FRED performs a deep semantic analysis of text which is based on the frame semantics.

Frame Semantics. Frame semantics is a theory of linguistic meaning that relates lin-
guistic semantics to encyclopedic knowledge. The basic idea is that one cannot under-
stand the meaning of a single word without access to the knowledge related to that word.
For example, one would not be able to understand the word ”sell” without knowing the
situation of commercial transfer, which involves a seller, a buyer, goods and money. A
word evokes a frame of semantic knowledge relating to the specific concept to which it
refers. Frames are data structures representing stereotyped situations. A frame defines
the types of the entities that participate to the situation and the roles that the entities play
within that situation. For example, the frame ”Commerce” evoked by the word sell defines
a situation where an ”Agent”, i.e. the ”Buyer”, gives to another ”Agent”, i.e. the ”Seller”,
an amount of ”Money”, for some ”Goods”. In ”Buyer”, ”Seller”, ”Money” and ”Goods” are
the roles (or frame elements in FrameNet terminology) of the ”Commerce” frame. ”Agent”
is the class (or Semantic Type in FrameNet terminology) of entities that can play the roles
”Buyer” and ”Seller” within the frame ”Commerce”. FrameNet20 is an ongoing project that
aims at building a lexical database of English Frames, based on annotating examples of
how words are used in actual texts.

Within the context of the MARIO project, FRED has been extended [9] for: (i) supporting
adjective semantics; (ii) integrating Babelfy [13] for performing word sense disambiguation

20FrameNet, https://framenet.icsi.berkeley.edu
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in both Italian and English21; (iii) and, integrating Word Frame Disambiguation within the
pipeline [15]. A demo is available on-line at22. The default language for the demo is
English, for Italian use <BING LANG:it> before the sentence. Always finish a sentence
with a dot.

FRED is a web-based system for automatic frame-based extraction of Linked Data and
ontologies from natural language text. The approach implemented by FRED falls into the
machine reading paradigm [18], which aims to transform (part of) a natural language text
into data. FRED adds to that paradigm the ability to generate knowledge graphs that
can be interpreted by machines, according to a shared formal semantics, and is linked
to available background knowledge. It leverages the results of many NLP components
by reengineering and unifying them in a unique RDF/OWL graph designed by following
Semantic Web ontology design practices (e.g., ODPs - Ontology Design Patterns).

Figure 6: FRED workflow and architecture

The Figure 6 gives an overview of the FRED’s architecture and the workflow carried out
in order to produce the machine-reading representation of text. The core of FRED takes
as input Discourse Representation Structures (DRSs), based on Hans Kamp’s Discourse

21We got a free license for research purpose.
22http://wit.istc.cnr.it/stlab-tools/fred
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Representation Theory (DRT) [19]. The DRSs taken by FRED as input are produced by
Boxer [20], which performs deep parsing out of Combinatory Categorial Grammar (CCG)
parse trees [21]. It also makes use of both VerbNet [22] and FrameNet [23] for frame
labelling and semantic role labelling.

Semantic Role Labelling. Semantic Role Labelling (SRL) is the task of assigning labels
to words or phrases in a sentence that indicate their semantic role in the sentence, such
as that of an agent, goal, or result. For example, in the sentence ”The box holds three
hundred pictures.” can be recognized two semantic roles ”the container”, i.e. ”the box”,
and ”the content”, i.e. ”three hundred pictures”.

Additionally, FRED:

• represents modality, tense and negation in its unified OWL/RDF graph,by identifying
the corresponding patterns in Boxer output;

• enriches the OWL/RDF representation of the sentence with compositional semantics,
taxonomy induction and quality representation;

• integrates the results of Entity Linking (EL) performed on the input text for enriching
its output graph with owl:sameAs axioms;

• exploits word sense disambiguation (WSD) in order to provide a public identity to
these classes by identifying equivalent or more general concepts into WordNet [24]
and BabelNet [25], and by creating alignments, where appropriate.

FRED is thus able to process and structure input text so as to produce an output that:

• consists of linked-data-ready data and ontologies, with a formal representation en-
coded in RDF/OWL;

• is aligned with public Semantic Web ontologies and public entity names in the Linked
Open Data cloud;

• is further aligned with the MARIO Ontology Network (MON) and MARIO’s knowledge
base.

The Figure 7 shows the RDF/OWL graph returned by FRED on the input ”I want to read
news”. This FRED graphs also includes the result of the Word Frame Disambiguation
service (cf. Section 4.1.4). FRED recognizes the occurrence (i.e. fred:want 1) of the
frame ”Desiring” (evoked by the word ”want”) and the occurrence (i.e. fred:read 1) of the
frame ”Read” (evoked by the word ”read”). Moreover, FRED recognizes the roles of the
entities of the input sentence. The roles for the frame occurrence fred:want 1 are:

• the Experiencer, i.e., the perceiver of the action ”want”, which is the entity identified
as fred:person 1;

• the Theme, i.e. what the ”Experiencer” want to happen, which is the frame occurrence
identified as fred:read 1.
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Figure 7: The picture shows the RDF/OWL graph that is the result of the deep semantic
analysis performed by FRED on the sentence ”I want to read news”.

The roles for the frame occurrence fred:read 1:

• the Agent, i.e. the ”Agent” who reads, which is the the person identified as
fred:person 1 (it is worth noticing that it is the same entity that plays the role Ex-
periecer within the frame ”Want”);

• the Theme, i.e. what is being read.

It is worth noticing that the knowledge graph produced by FRED is aligned with
(i) Framester, thus enriching the graph with factual knowledge; (ii) BabelNet, WordNet and
VerbNet that provide the senses of the words within the input sentence; (iii) Dolce Ultralite,
that provide the foundational types of the entities mentioned in the input sentence.

The FRED API can be accessed on-line at23. The API specification in Swagger language
is provided at24.

4.1.6 Sentiment Analysis

Sentiment analysis refers to the ability of automatically extracting and categorising senti-
ment information from the textual representation of natural language sentences. MARIO’s
sentiment analysis subsystem, presented in Deliverable 5.7 [2], complements the capa-
bilities provided by the NLU Subsystem with two additional services, based on sentiment
polarity analysis and semantic sentiment analysis, respectively.

The sentence-based polarity detection service relies on the sentiment analysis module of
the Stanford CoreNLP framework25 and takes as input the textual representation of user’s
utterance and classifies the input sentence according to a five-value scale of sentiment.
The output represents the overall tonality or sentiment expressed in the sentence, on a
scale that includes very negative (-2), negative (-1), neutral (0), positive (1), and very

23http://wit.istc.cnr.it/stlab-tools/fred
24http://wit.istc.cnr.it/stlab-tools/fred/swagger.json
25https://nlp.stanford.edu/sentiment/
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positive (2).

Semantic sentiment analysis capabilities are built as an extension of FRED and thus ex-
ploit a frame-base formal representation of the textual input. The service26 reuses existing
affective-based linguistic resources, such as SentiWordNet [26], to go beyond polarity de-
tection and to identify in a sentence the sentiment expressed by an opinion holder on a
certain entity or topic.

26http://wit.istc.cnr.it/stlab-tools/sentilo/
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5 Representative Use Case Scenarios

Listening, Reading and Understanding services presented in Section 4 constitute the
basis of the MARIO’s dialoguing capabilities. The Comprehensive Geriatric Assess-
ment (CGA) application and the My Memories application are representative examples
of MARIO’s applications that rely on NLP services as part of their logic and interaction/-
dialogue management strategy. CGA and My Memories application requirements, char-
acteristics and design are detailed in Deliverables 4.3 [7] and 3.3 [6], respectively. In the
following, we describe the peculiarities of these applications in terms of NLP and dialogue
management approaches. Research outcomes related to these applications have been
presented at the 1st International Workshop on Application of Semantic Web technolo-
gies in Robotics (AnSWeR), co-located with the 14th Extended Semantic Web Conference
(ESWC 2017) in Portoroz, Slovenia [M2, M3].

5.1 Comprehensive Geriatric Assessment Application

The Comprehensive Geriatric Assessment application enables the robot to perform a mul-
tidimensional assessment of the PWD through a conversational approach on the basis of
standardised clinical questionnaires. Specifically:

• MARIO undertakes a dialogue-based interaction with the PWD, who is required to
answer specific questions (e.g., about his/her daily life and ability to autonomously
perform specific activities);

• user’s answers are interpreted to assign a clinical score;

• the application extensively use the MARIO KB for retrieving user profiles, clinical tests,
related multilingual questions and scores;

• the dialogues performed by the robot are defined through scripts which act as
blueprints for the execution of evaluation questionnaires.

CGA’s questions. The questions defined in the assessment questionnaires are either
closed-ended or assume a specific answer known to the system.

• YES/NO questions: e.g. ”Do you need any help when getting dressed?”

• Multiple choice: e.g. How many full meals do you eat a day? One, two or three?

• Wh-questions whose answers maps to entities/properties in the knowledge base
(persons, places, dates, etc.) e.g. ”What was your mother’s maiden name?”, “What
is your street address?”, “When were you born?”

Figure 8 shows the CGA’s dialoguing architecture. The dialogue flow is driven by the
robot (i.e., the interaction is system-initiated) and unfolds on the basis of question-answer

© MARIO consortium Page 42 of 70



643808

Figure 8: The CGA’s dialoguing architecture.

interaction patterns defined in a dialogue script. The script can be used to define multiple
dialogues and includes one dialogue for each clinical questionnaire to be performed. A
dialogue specifies the questions to be asked, as a set of utterances, and their execution
sequence. For each question/utterance the script defines:

• an identifier, as a URI used to retrieve from the KB additional information associated
with the question;

• the type of the expected answer (e.g. yes/no, a number, a date, etc.);

• the NLP understanding service to be invoked in order to interpret user’s reply;

• additional arguments for the NLP service invocation (e.g., the entities that the linguis-
tic game has to recognise within the user’s answer);

• a set of condition-action rules (i.e., conditional effects), defining the actions to under-
take on the basis of the result of the interpretation (e.g., score assignments) and the
identifier of the next question/utterance in the dialogue flow.

The CGA’s dialogue can be easily configured through a JSON file. An example of the
structure of the script is shown in the Figure 9 below. On the basis of the dialogue script,
the Dialogue Manager retrieves from the KB (via Lizard’s API) the information needed
to formulate a question. Questions are spoken out by the robot and contextually shown
on screen (with possible answers, where applicable) through MARIO’s multimodal user
interface. Responses provided through the touch screen are easily processed and the
corresponding action (i.e., the score assignment) is directly executed. Vocal user’s replies
are processed according to the interpretation rules defined in the script, by invoking the
NLP service in charge of interpreting the answer.
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Figure 9: An example of dialogue script.

Direct observation of users’ behaviour during trial activities shows that PWD tend to reply
to MARIO’s questions in a concise and focused way. The CGA’s dialogue manager thus
relies on the interpretation capabilities of the following NLP understanding services:

• “Yes/No/Don’t know” interpreter, strengthened by the use of the paraphrases from
PPDB; given a sentence, it is able to classify the answer as affirmative, negative or
uncertain;

• “Number” understanding service, which recognises and extracts numbers from the
answer;

• “Dates” understanding service, able to recognise and extract dates in user’s answers;

• “Entity recognition” service, which recognises entity mentions (beyond numbers and
dates) in user’s answers (considering the entities stored in the knowledge base).

The interpretation result or recognised entities are then used by the Dialogue Manager to
assign a score and move to the next question, as defined in the condition-action rules of
the dialogue script. Specifically:

• conditions are boolean statements over possible results of the interpretation, actions
define score assignments;

• e.g., for a question whose possible answers are yes (with a score of 1) and no (with
a score of 0):

– if <result of yes/no understander>==YES, then assign 1 to the user’s answer;

– if <result of yes/no understander>==NO, then assign 0 to the user’s answer.

An example of interaction of the PWD with MARIO during a CGA session is provided in
Figure 10. In this example, MARIO asks to Alex (i.e. the PWD) what is his mother’s
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Figure 10: An of interaction of the PWD with MARIO during a CGA session.

maiden name. This question is included in the Short Portal Mental Status Questionnaire
(SPMSQ). In order to interpret and assess what the PWD says, MARIO performs the
following steps:

1. it performs the Name Entity Recognition on the PWD’s utterance;

2. it check if NER service recognizes that a person is mentioned;

3. it verify if the mother of the PWD is mentioned with its maiden name.

In order to perform the last step, MARIO retrieves from its Knowledge Base the entity the
representing the PWD’s mother and all the information related with her.

5.2 My Memories - Reminiscence Application

The My Memories application enables the robot to undertake interactive and personalised
reminiscence sessions through a conversational approach based on user-specific knowl-
edge and materials. This application extensively accesses to the Knowledge Base in order
to retrieve the user profile, the PWD family/social relationships, the events of the PWD life,
the media objects (e.g., photographs) in which the PWD or one of its relatives appears
in. The information retrieved from the KB are used to instantiate the interaction patterns.
The interaction patterns are defined by the caregivers and aim at triggering PWD mem-
ories with verbal prompts and photographs. Figure 11 shows the architecture of the My
Memories application. The interaction with the user during a reminiscence session can
follow two different conversational approaches, both based on system-initiated dialogue
fragments defined in the form of interaction patterns.
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Figure 11: The architecture of the My Memories application.

Question-based. MARIO asks the user focused closed-ended questions related to the
image contextually shown as memory trigger. The memory trigger can concern: (i) who
appears in the picture; (ii) where/when the picture was taken; (iii) details about a per-
son (e.g., birthplace); (iv) or life event (e.g., marriage date). The expected answer is
known and it range from a simple positive/negative answer, to specific persons, places,
dates or events that map to entities/properties in the knowledge base. NLP services sup-
port the process of evaluating user’s answers with respect to the expected ones. The
expected answers constrain the language interpretation domain and evaluation maps to
entity recognition and linking NLP tasks.

Prompt-based. MARIO prompts the user with

• open-ended prompts (e.g., of the form “tell me more about...”);

• questions (e.g., of the form “what was it like to...”, “what was s/he like...”) related to the
image.

In the prompt-based interaction sentiment analysis performed on the PWD’s utterances
plays a fundamental role (cf. Deliverable 5.7 [2]). When dealing with this type of prompts,
the interpretation of user’s replies adopts a different strategy and relies on sentiment anal-
ysis capabilities. Basically, the application attempts identify the polarity of user’s utter-
ances, to recognize whether the visual and verbal prompt is eliciting a positive, neutral
or negative mood or reaction from the person. The interaction patterns are extended in
this case by defining utterance templates for the different polarities, so that the robot can,
e.g., encourage the user to tell him more about the subject if the reaction is positive, or
otherwise propose to move to another picture.
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Figure 12: An example of the interaction pattern.

The interaction patterns can be configured through a JSON file, Figure 12 shows an ex-
ample of such a file:

• The precondition defines under which conditions the prompting question can be used.
The conditions are expressed as queries over the KB.

• The question is a multilingual parametric prompting question template to be instanti-
ated with KB data (entities and their property values).

• The answerType is the entity type of the expected answer (e.g., yes/no, person, loca-
tion, date, etc.).

• The expectedAnswer is the entity or the entities representing the expected answer,
referencing KB entities and their property values.

• The ifMatchSay is a multilingual parametric system utterance template to be instanti-
ated if user’s answer matches with the expected one.

• The ifPartialMatchSay is a multilingual parametric utterance template instantiated if
user’s answer partially matches the expected one (if applicable).

• The answer is a multilingual parametric utterance templates instantiated if user asks
for help or her answer does not match the expected one.

Interaction process. The selection of the interaction patterns is a dynamic process,
driven by patient’s replies and reactions, and by traversing the links in the knowledge
graph on the basis of the dialogue context and history. So, for example, a question about
when a photo was taken can be followed by a question concerning a person that appears
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in the picture, and then move to a life event where the person participated in, and so on,
exploiting the properties of and links between the entities in the knowledge base. Simi-
larly, sentiment data can influence the selection process as well: for example, a negative
reaction to a picture concerning an event or showing a specific person may lead to avoid
subsequent prompts with images about the same event or with that person. Moreover,
sentiment data emerging from the interactions can be associated with the concerned en-
tities (pictures, people, events, etc.) and stored in the knowledge base. This knowledge
is then used in subsequent reminiscence sessions so that, for example, photos that gen-
erated a positive reaction are favored in the selection process, whereas those causing
negative reactions are less likely to be reproposed.

Figure 13: The overall process managing the dialogue of the My Memories application.

For an interaction pattern whose applicability preconditions are satisfied (with respect to
the Knowledge Base, and in particular for a specific photograph), the dialogue is managed
according to the following main steps:

• the corresponding question template is instantiated and the question is posed to the
PWD;

• the textual representation of PWD’s vocal input is processed according to the ex-
pected answer type, relying on entity recognition and linking capabilities of the NLP
subsystem;

• depending on the outcome of PWD’s answer evaluation step (the answer matches
with the expected one, it partially matches, etc.), the corresponding utterance is is-
sued by Mario, as defined in the interaction pattern.

The overall process is graphically summarised in the Figure 13 and then illustrated with a
concrete example in the Figures 14 and 15.
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Figure 14: An example of interaction with the PWD during a reminiscence session.

The Figure 14 illustrates what is shown to the user during an interaction, whereas Fig-
ure 15 shows a PWD-robot interaction and the knowledge that the robot need in order to
interpret the PWD’s answer.

The answer is interpreted relying on the named entity recognition service. The interpreter
also verifies if the persons recognized by the NER service match with expected ones.

© MARIO consortium Page 49 of 70



643808

Figure 15: An example of interaction with the PWD during a reminiscence session and
the interpretation tasks performed on PWD’s answers.
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6 Advanced Research Activities

This section outlines and summarises the research activities carried out within the context
of the Task 5.2. These activities aimed at the identification of solutions targeting open
problems in Natural Language Processing and Understanding and Knowledge Represen-
tation. These research problems are either inspired by and abstracted from concrete
project use cases, or derive from general challenges that can be specialised in the context
of socially assistive robots.

The research paths established in the context of Task 5.2 go beyond the time-frame of
WP5 and represent ongoing work. While the level of maturity of the work presented in this
section prevents an on-the-field deployment of the components based on the research
activities, we summarise our main contributions as an integral part of the outcomes of
Task 5.2.

6.1 Frame-based Ontology Matching

Every robot that uses natural language as a way to interact with humans needs of a
method for bridging the information extracted from user speech and the system structured
knowledge. This method should act into two ways. On the one hand, information extracted
from users speech should be matched and integrated with system structured knowledge.
On the other hand, when the robot needs to talk, the system structured knowledge should
be verbalized.

In [27, 28], we have devised a method for aligning frame and ontologies. This method
allows frame-based representation of the meaning of the users speech (e.g. a represen-
tation obtained using FRED [9]) to be integrated and stored in the knowledge base. The
aim is to use frames as common interpretation key for text via alignment to the ontologies
used for representing knowledge in the MARIO Ontology Network – MON (see D5.1), or
any other ontology. This module is to be considered a research proof-of-concept, whose
level of maturity prevents an on-the-field deployment during pilot trials.

Following [29], the approach devised for frame-ontology matching considers frames as
“unit of meaning” for ontologies and exploits them as means for representing the inten-
sional meaning of the ontology entities. Our strategy consists of three steps, summarized
as follows.

Selecting frames evoked by annotations. In order to associate ontological entities with
frames we analyze the textual annotation associated with them. Annotations provide hu-
mans with insights of the intensional meaning the designer wants to represent with a
certain entity. The main idea of this approach is that words used in annotations evoke
frames that are representative of the intensional meaning of the entity. In associating en-
tity with frames, the ambiguity of words has to be taken into account. For instance, the
verb bind evokes either the FrameNet’s frame Imposing obligation or Becoming attached.
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Therefore, to associate entities with the most appropriate frames, we have: (i) to associate
words in the entities’ annotation with the most appropriate sense (WSD by using UKB [16]
and Babelfy [13]); (ii) and then, to select evoked frames by exploiting the Framester’s map-
ping between WordNet’s synsets and FrameNet’s frames [15]. This approach is able to
associate ontology entities to frames even if its annotations use specialized terminology.
In this case it is exploited the Framester’s mapping from Babelnet synsets and DBPedia
resources27 to frames. At the end of this step ontology entities are associated with a set
of frames. For instance the object property isParticipantIn of the ODP Participation28 is
associated with the frames: Participation, Collaboration, People and Evaluative compari-
son.

Mapping frames and ontologies. This step creates an effective mapping between on-
tology entities and frames evoked by its textual annotations. An example of mapping is
provided by FrameBase’s integration rules [30]. FrameBase’s rules allow to transform
class to frame and properties to frame elements, or properties in binary projection of
frames, and classes in their valences. These assumptions are too restrictive. The choice
of certain ontological type for representing a concept depends on requirements that are
external from the domain that is being represented. Therefore, we claim that the mapping
ontologies-frames has to be done without assuming any fixed correspondence between
the ontological types of the two models (e.g. without assuming that object properties
always correspond to binary projections of frames). In order to identify the effective map-
ping between ontologies and frames, for each entity we compute any possible mapping
between the entity and the frames selected in the previous step (i.e. those evoked by its
annotations). In frame semantics, a frame is characterized by its roles (also called frame
elements) and each element possibly define the semantic type of the individual that can
play that role in the frame. Frames, frame elements and semantic types have a name and
a description. For each ontology entity we compute the semantic text similarity (by means
of ADW [31]) between the textual annotations of the ontology entity and those associated
with the evoked frames, its elements, and its semantic types. We map the ontology entity
to the top-scoring frame entity in semantic text similarity. For instance, it easy to see that
the top-scoring alignment for isParticipantIn is that mapping it on the frame Participa-
tion29, its domain/range (i.e. Object and Event) on the frame elements Participant and
Event, respectively.

Frame-based ontology matching. Once input ontologies and frames are aligned, each
ontology entity is associated with a formal specification of its intensional meaning (that
we call frame-based specification). As pointed out in [32] the properties subclass of
and sub-property of are not enough to explicit complex relation between entities. In
light of this consideration we express the relation between frames and ontology enti-
ties by interpreting both as predicates. A formalization of frames as multigrade predi-
cates is provided by [15]. A straightforward interpretation of ontology entities as predi-
cates represents classes as n-ary predicates (the arguments of the n-ary predicate are

27Both Babelfy and UKB are able to perform entity linking over text.
28http://ontologydesignpatterns.org/wiki/Submissions:Participation
29FrameNet Frame Participation https://goo.gl/IMdAwA
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the entities in its neighborhood) and properties as binary predicates. For instance, the
class TimeIndexedPartipation30 can be represented as a ternary predicate with argu-
ments provided by Event, TemporalEntity and Object. Interpreting frames and ontol-
ogy entities in predicates allows us to express complex relationship which cannot be
formalized by only using OWL/RDFs vocabularies. Framester ontology [15] defines a
set relationship holding between predicates. Using the Framester vocabulary the class
TimeIndexedPartipation can be specified as projectionOf the frame Participation, with
members involveEvent, atTime and includesObject (which can be interpreted as sub-
roles of Event, Time and Participant). Also the property isParticipantIn of the ODP
Participation can be specified as projectionOf the frame Participation, with members
Object and Event. Therefore, the class TimeIndexedParticipation and the object prop-
erty isParticipantIn are “aligned” to the same frame and a complex correspondence
between TimeIndexedParticipation and isParticipantIn can be derived. In this case
isParticipantIn is a subframeOf TimeIndexedParticipation. The subframe relation
might be used for creating a CONSTRUCT SPARQL query or an inference rule31 transform-
ing instances of the class in instances of the property.

Discussion. This method exploits the frame semantics as cognitive model for represent-
ing the intensional meaning of ontology entities. The frame-based representation enables
at finding correspondences between ontology entities abstracting from their logical type
thus leading a step ahead the state of the art of ontology matching. The method allows
information coming from potentially any application to be integrated within the MARIO’s
knowledge base. Moreover, the frame ontology alignment bridges the gap between struc-
tured knowledge and natural language allowing information extracted from user speech
(e.g. using FRED [9]) to be integrated in the knowledge base.

The proposed approach has been implemented in a software module that is currently be-
ing evaluated. This module is to be considered a research proof-of-concept, whose level of
maturity prevents an on-the-field deployment during pilot trials. We are evaluating the re-
sulting alignments in a both direct and indirect way. The benchmarks used for assessing
ontology matching systems are not able to evaluate the capability of finding correspon-
dences among ontology entities with different logical types. In order to accomplish this
purpose we are extending the existing benchmarks for ontology matching. On the other
hand, we are using the proposed approach in a question answering system for selecting
relevant resources answering a given question. The frame occurrences in a question to-
gether with the frame-ontology alignment help in formulate the query over the linked data,
hence identifying resources that answer the given question.

30Time Indexed Participation ODP https://goo.gl/qX3DDr
31Refer to [30] for examples of these kinds of rules.
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6.2 Equipping MARIO with Common Sense Knowledge

Common Sense Knowledge (CSK) is knowledge about the world, shared by all people. It
is rarely expressed explicitly, e.g. in written or spoken communication, because of its very
nature to be common and shared. CSK is essential for humans to understand different
situations they encounter: the recognition of a scene in a picture, reported in a video,
expressed in a spoken/written sentence, or experienced in the real world. Similarly, CSK
is essential for Artificial Intelligence (AI) systems (e.g. robots) in order to enable their
intelligent behavior [33].

Although recent research has produced multiple and diverse resources encoding forms of
CSK (e.g. NELL [34] and ConceptNet [35]), existing resources mainly cover encyclopedic
knowledge, which makes them suitable to answer questions about e.g. “the capital of a
country” but it is useless for questions such as “what can be done with an object” that
require some form of common sense reasoning. As a matter of fact, there is a type of
CSK missing or hardly usable from existing resources, due to several reasons: (i) they
are developed in isolation for specific tasks, e.g. action recognition; (ii) they use different
tagging models and formats; (iii) they lack empirical validation e.g. CyC [36]; (iv) they
suffer from sparsity and ambiguity of data, e.g. NELL. Furthermore, most CSK is hidden
in unstructured content, e.g. images, videos and text, or in human competence.

As part of the research activities carried out during the MARIO project we have developed
a set of methodologies for generating, collecting and integrating common sense knowl-
edge within the MARIO’s knowledge base. Framester is an example of lexical and factual
common sense knowledge base included in the MARIO’s knowledge base that strengths
MARIO’s understanding capabilities which are also improved by contextual knowledge.
An example of contextual knowledge is the information about physical objects and the lo-
cations where it is likely to find them (e.g. it is usual to find the dishwasher in the kitchen
and in the utility room). Besides strengthening the understanding capabilities, this knowl-
edge is useful for other tasks such as stimulating memory or take the PWD to objects etc.
Section 6.3 outlines the methodology that has been developed in order to automatically
produce prototypical knowledge about physical objects and their common locations.

Another kind of common sense knowledge for a robot in an assistive context is the proce-
dural knowledge. For example, to make a pancake someone needs a set of ingredients
(Eggs, Milk and flour) and need to perform a series of steps (e.g., Mix, Cook etc.). This
information could be useful on the one hand to strengthen the understanding capabilities
with contextual information (if the user is preparing a pancake, it is more likely to listen
words such as “cook”, “mix”, “milk” etc.). On the other hand, MARIO could use this knowl-
edge to stimulate and guide the user in doing something. We have selected and integrated
in the MARIO knowledge base the Human Activities Dataset [37]. The procedure for inte-
grating this dataset into the MARIO knowledge base is described in the Section 6.4.
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6.3 Prototypical Object-Location Relation Extraction Using Distribu-
tional Semantics

The methodology for automatically building a background knowledge of the prototypical
Object-Location relation for the MARIO robot exploits both distributional and foundational
semantics. This methodology is inspired by a work by Basile et al. [38] which has been
furtherly extended in order to benefit of some recent results in automatic entity classifica-
tion [39].

The methodology uses the distributional semantics for extracting this relation form a text
corpus and the foundational semantics for typing the entities extracted from the text. A
relation is a tuple t = (e1, ..., en) where ei are entities in a predefined relation r within a
document D. Relation extraction is the task of extracting the tuples t from a document D.
Basile et al. [38] suggested that the relatedness relation encoded in distributional vector
representations can be made more precise based on the type of the entities involved in
the relation, i.e., if two entities are distributionally related, the natural relation that comes
from their respective types is highly likely to occur. For example, the location relation that
holds between an object and a room is represented in a distributional space if the entities
representing the object and the room are highly associated according to the distributional
space’s metric.

The procedure proposed by Basile et al. [38] relies on the manually annotated foundational
types of the entities contained in the distributional space, thus hindering the use of this
method on a larger scope. In [39] we have proposed a methodology for overcoming this
issue. This methodology leverages supervised machine learning and crowdsourcing to
automatically assess foundational distinctions over linked open data entities.

The resulting procedure is summarized in the following steps: (i) Obtaining a word vector
space model of the entities of a given corpus (cf. Section 6.3.1); (ii) Selecting vectors rep-
resenting objects and locations (cf. Section 6.3.2); (iii) Computing the similarity between
vectors representing objects and locations entities (cf. Section 6.3.3).

6.3.1 Obtaining a word vector space model of the entities of a given corpus

Word space vectors are abstract representations of the meaning of words, encoded as
vectors in a high-dimensional space. A word vector space is constructed by counting co-
occurrences of pairs of words in a text corpus, building a large square n-by-n matrix where
n is the size of the vocabulary and the cell i,j contains the number of times the word i has
been observed in co-occurrence with the word j. The i-th row of the matrix represents the
distributional representation of the corresponding word in the corpus. Words that appear
in similar contexts often have similar representations in the vector space; this similarity
is geometrically measurable with a distance metric such as cosine similarity, defined as
the cosine of the angle between two vectors. Alternatively, a pre-computed vector space
representation can be used. We used NASARI [40] which is a vector space representation
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for BabelNet synsets (which include WordNet synsets and Wikipedia entities).

6.3.2 Selecting vectors representing objects and locations

In [38], Basile et. al. used a small subset of objects (only those falling under the Wikipedia
category Domestic implements). By the methodology presented in [39], we were able to
select a larger set of Wikipedia entities representing physical objects. We approached this
problem as a classification task, using two classification approaches: alignment-based
and machine learning-based. These two approaches have been used to perform two
very basic but diverse distinctions, which need to be addressed before approaching all
the others: whether a LOD entity e.g. dbr:Rome32, (i) inherently refers to a class or an
instance, and whether it (ii) refers to a physical object or not. The first distinction (class
vs. instance) is fundamental in formal ontology, as evidenced by upper-level ontologies
(e.g. SUMO and DOLCE), and showed its practical importance in modelling and meta-
modelling approaches in computer science, e.g. the class/classifier distinction in Meta
Object Facility33. It is also at the basis of LOD knowledge representation formalisms (RDF
and OWL) for supporting taxonomic reasoning (e.g. inheritance). Automatically learn-
ing whether a LOD entity is a class or an instance – from a common sense perspective
– impacts on the behaviour of practical applications relying on LOD as common sense
background knowledge. Examples include: question answering, knowledge extraction,
and more broadly human-machine interaction. In fact, many LOD datasets that are com-
monly used for supporting these tasks (especially general purpose datasets e.g. DBpedia,
Wikidata, BabelNet) only partially, and often incorrectly, assert whether their entities are
classes or instances, and this has been proved to be a source of many inconsistencies
and error patterns [41]. Since no established procedure exists, we tested different fam-
ilies of methods in an exploratory way. This led us to reuse – or compare to – existing
work, which provides us with a baseline, which includes Tı̀palo [42] as well as other rele-
vant alignments between DBpedia and lexical resources (in particular those provided by
Framester [15]).

Alignment-based Classification. Alignment-based methods exploit the linking struc-
ture of LOD, in particular the alignments between DBpedia, foundational ontologies, and
lexical linked data, i.e. LOD datasets that encode lexical/linguistic knowledge. The advan-
tage of these methods is their inherent unsupervised nature. Their main disadvantages
are the need of studying the data models for designing suitable queries, and the poten-
tial limited coverage and errors that may accompany the alignments. We have developed
SENECA (Selecting Entities Exploiting Linguistic Alignments), which relies on existing
alignments in LOD, to make an automatic assessment of the foundational distinctions as-
serted over DBpedia entities. A graphical description of SENECA is depicted in Figure
16.

32dbr: stands for http://dbpedia.org/resource/
33https://www.omg.org/spec/MOF/
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(a) The alignment paths followed by SENECA
for selecting candidate classes among DBpe-
dia entities. It identifies as classes all DBpe-
dia entities aligned via BabelNet to a Word-
Net synset, an OmegaWiki synset or a Wik-
tionary page, and all DBpedia entities typed
as owl:Class in Tı̀palo.
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(b) The alignment paths used by SENECA
for identifying candidate Physical Objects
among DBpedia entities. It navigates
the YAGO taxonomy that via OntoWordNet
links DBpedia entities to dul:PhysicalObject

or Tı̀palo that links DBpedia entities to
dul:PhysicalObject.

Figure 16: SENECA approach for assessing whether a DBpedia entity is a class or an
instance (Figure 16a) and whether it is a physical object or not (Figure 16b).

Class vs. Instance. As far as this distinction is concerned, SENECA works based on the
hypothesis that common nouns are mainly classes and they are expected to be found in
dictionaries, while it is less the case for proper nouns, that usually denote instances. This
hypothesis was suggested by [43], who manually annotated instances in WordNet, infor-
mation that SENECA reuses when available. A good quality alignment between the main
LOD lexical resources and DBpedia is provided by BabelNet [25]34. SENECA exploits
these alignments and selects all the DBpedia entities that are linked to an entity in Word-
Net35, Wiktionary36 or OmegaWiki37. With this approach, 63,620 candidate classes have
been identified, as opposed to WordNet annotations that only provide 38,701 classes. In
order to further increase the potential coverage, SENECA leverages the typing axioms of
Tipalo [42], broadening it to 431,254 total candidate classes. All the other DBpedia entities
are assumed to be candidate instances. SENECA criteria for selecting candidate classes
among DBpedia entities are depicted in Figure 16a.

Physical Object. Almost 600,000 DBpedia entities are only typed as owl:Thing or not
typed at all. However, each DBpedia entity belongs to at least one Wikipedia category.
Wikipedia categories have been formalised as a taxonomy of classes (i.e. by means of
rdfs:subClassOf) and aligned to WordNet synsets in YAGO [44]38. WordNet synsets are
in turn formalised as an OWL ontology in OntoWordNet [45]39. OntoWordNet is based
on DUL, hence it is possible to navigate the taxonomy up to the DUL class for Physical

34We use BabelNet 3.6, which is aligned to WordNet 3.1
35http://wordnet-rdf.princeton.edu/, we use WordNet 3.0 and its alignments to WordNet 3.1, to

ensure interoperability with the other resources
36https://www.wiktionary.org/
37http://www.omegawiki.org/
38We use YAGO 3, aligned to WordNet 3.1
39OntoWordNet is aligned to WordNet 3.0

© MARIO consortium Page 57 of 70

http://wordnet-rdf.princeton.edu/
https://www.wiktionary.org/
http://www.omegawiki.org/


643808

Object. SENECA looks up the Wikipedia category of a DBpedia entity and follows these
alignments. Additionally, it uses Tı̀palo, which includes type axioms of DBpedia entities
based on DUL classes. SENECA uses these paths of alignments and taxonomical rela-
tions, as well as the automated inferences that enable to assess whether a DBpedia entity
is a Physical Object or not. With this approach, graphically summarised in Figure 16b,
67,005 entities were selected as candidate physical objects.

Machine learning-based Classification. Within machine learning, classification is the
problem of predicting which category an entity belongs to, given a set of examples, i.e.
a training set. The training set is processed by an algorithm in order to learn a predic-
tive model based on the observation of a number of features, which can be categorical,
ordinal, integer-valued or real-valued. We have designed our target distinctions in the
form of two binary classifications. We have experimented with eight classification algo-
rithms: J48, Random Forest, REPTree, Naive Bayes, Multinomial Naive Bayes, Support
Vector Machines, Logistic Regression, and K-nearest neighbours classifier. We have used
WEKA40 for their implementation.
Features. The classifiers were trained using the following four features.

Abstract. Considering that DBpedia entities are all associated with an abstract providing
a definitional text, our assumption is that these texts encode useful distinctive patterns.
Hence, we retrieve DBpedia entity abstracts, and represent them as 0-1 vectors (bags
of words). We built a dictionary containing the 1000 most frequent tokens found in all
the abstracts of the dataset. The dictionary is case-sensitive, since the tokens are not
normalised. The resulting vector has a value 1 for each token mentioned in the abstract,
0 for the others. By inspecting a good amount of abstracts, we noticed that very frequent
words, such as conjunctions and determiners, are used in a way that can be informative
for this type of classifications. For example, most of class definitions begin with “A” (“A
knife is a tool...”). For this reason, we did not remove stop-words.

URI. We notice that the ID part of URIs is often as informative as a label, and often follows
conventions that may be discriminating especially for the class vs. instance classification.
In DBpedia, the ID of a URI reflects an entity name (it is common practice in order to
make the URI more human-readable), and it always starts with an upper case letter. If
the entity’s name is a compound term and the entity denotes an instance, each of its
components starts with a capital letter. We have also noticed that DBpedia entity names
are always mentioned at the beginning of their abstract and, for most of the instance
entities, they have the same capitalisation pattern as the URI ID. Moreover, instances tend
to have more terms in their ID than classes. These observations were captured by three
numerical features: (i) number of terms in the ID starting with a capital letter, (ii) number
of terms in the ID that are also found in the abstract, and (iii) number of terms in the ID.

Incoming and Outgoing Properties. As part of our exploratory approach, we want to test
the ability of LOD to show relevant patterns leading to foundational distinctions. Given

40https://www.cs.waikato.ac.nz/ml/weka/
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that triples are the core tool of LOD, we model a feature based on ongoing and outgoing
properties of a DBpedia entity. An outgoing property of a DBpedia entity is a property of a
triple having the entity as subject. On the contrary, an incoming property is a property of a
triple having the entity as object. For example, considering the triple dbr:Rome :locatedIn

dbr:Italy, the property :locatedIn is an outgoing property for dbr:Rome and an incoming
property for dbr:Italy. For each DBpedia entity, we count its incoming and outgoing
properties, per type. For example, properties such as dbo:birthPlace or dbo:birthDate
are common outgoing properties of an individual person, hence their presence suggests
that the entity is an individual.

Outcome of SENECA. Following an exploratory approach, we decided to use the output
of SENECA as a binomial feature (taking value “yes” or “no”) for the classifiers (excluding
Multinomial Naive Bayes classifier).

6.3.3 Computing the similarity between vectors representing objects and loca-
tions entities

Given an object o and a location l and let vo and vl be the vectors associated to o and l
respectively, the cosine similarity between vo and vl provides a measure of the similarity
of o and l. This score is an indicator of how typical is the location l for the object o. Given
an object, we can create a ranking of locations with the most likely location candidates
at the top of the list. Additionally, an empirical measure commonness of entities could be
used to re-rank or filter the result to improve its generality. In [38], Basile et al. used a URI
counts extracted from the parsing of Wikipedia with the DBpedia Spotlight tool 41 for entity
linking. The similarity ranges from -1 (unrelated) to 1 (related). An example of relation is
provided by table 5

Physical Object Location Similarity
Dishwasher Kitchen .803
Dishwasher Laundry room .788
Dishwasher Utility room .763

Table 5: An example of object-location relation.

6.4 Populating the MARIO Knowledge Base with Generic Procedural
Knowledge

In order to exploit the Human Activities Dataset for improving and enhancing the MARIO
abilities this dataset must be integrated in the MARIO Knowledge Base. Aligning this
dataset with Framester also improves the robot understanding capabilities and connect

41DBpedia Spotlight, http://www.dbpedia-spotlight.org
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the generic procedural knowledge with the lexical and factual knowledge provided by
Framester. Since both the Human Activities Dataset and Framester are aligned with the
DBpedia Knowledge Base, the two dataset are naturally aligned. However, only inputs and
outputs of procedures contained in the Human Activity dataset are aligned to DBpedia. We
disambiguated the description of the steps with respect to BabelNet [25] and we also ex-
tracted the occurrences of the Framester frames to create a machine-readable represen-
tation of the steps. For example, the machine-readable representation of a step of the pro-
cedure ”How to make homemade sweet bread” is ”Combine whisked eggs with milk and
mix”. In this step there is an occurrence of the Framester’s frame Cause to amalgamate:
Cause to amalgamate(Part 1: dbpedia:Egg, Part 2: dbpedia:Milk). The machine read-
able representations of the steps within a procedure are stored in the MARIO knowledge
base and the MARIO’s abilities are able to access this kind of knowledge.
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7 Discussion and Lessons Learned

A fundamental requirement for social robots like MARIO is the ability to capture knowledge
from multiple domains and manage it in a form that supports different tasks and facilitates
sharing, reuse and integration. In MARIO the potential of ontology-based knowledge rep-
resentation approaches and Semantic Web technologies has been considered as part of
the development of a robotic system and its applications that deal with knowledge repre-
sentation, acquisition and processing.

At the heart of MARIO’s knowledge management framework, we designed the MARIO
Ontology Network (MON), a set of interconnected and modularized ontologies covering
different knowledge areas (ranging from user profiles to life events, multimedia content,
etc.) and defining reference models for representing and structuring the knowledge pro-
cessed by the robot. The experience gained in the design of the MON confirms the impor-
tance of adopting and following a well-established methodology. The design methodology
we followed is based on an extension of eXtreme Design, an agile design methodology
for ontology engineering. An important aspect to be highlighted, and that contributed
to successfully define the MON, is the direct and continuous involvement of domain ex-
perts, including professional caregivers from the different pilot sites. Their contribution
was fundamental for identifying the reference uses cases and describing the nature of the
knowledge that the robot has to deal with. In particular, the work in MARIO confirms our
previous experience on the key role of competency questions in the process of identifying
the ontology requirements and iteratively refining the knowledge domains.

From a technical perspective, the adoption of consolidated best practices for ontology
engineering was effective to support the evolution and maintenance of the ontology net-
work. We refer in particular to the adoption of Ontology Design Patterns (ODPs) as ref-
erence templates and the indirect re-use of external ontology modules with the definition
of alignment axioms. Following these approaches, we have that the ontology guarantees
interoperability with respect to external modules and, at the same time, allows defining
domain-specific extensions that satisfy MARIO’s requirements. Also, the adoption of a
modular design approach (with a network of ontology modules, as opposed to the defini-
tion of a single, monolithic ontology) has proven effective to deal with the heterogeneity of
the knowledge areas. This allowed us to start with the design of core modules and then
iteratively update, refine and extend the network to address emerging requirements.

Two additional elements were fundamental to ensure the adoption and integration of the
MON and knowledge base in the platform.

1. The provision of a dedicated Caregiver Interface, as a Web-based Graphical User
Interface that supports caregivers and family members in the process of building a
user-specific knowledge graph, centered around user’s profile, family/social relation-
ships and life events. This was important to allow non-expert users to populate and
update the local knowledge base by abstracting the complexities of the underlying
models and technologies.
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2. The provision of a set of software interfaces for programmatic, language-independent
access to the knowledge base. With respect to this, the Lizard tool was designed and
developed for enabling transparent access to the ontology network and knowledge
base by generating a middleware API for client applications. Developers in charge
of building client applications and not familiar with languages for knowledge repre-
sentations and querying (including OWL/RDF and SPARQL) were provided with an
abstraction layer for creating/ storing knowledge and for querying the shared knowl-
edge base.

Both elements positively contributed to the goal of providing PWD with personalised in-
teractions and user experience, designed and implemented in MARIO’s applications on
top of user-specific knowledge graphs. This is confirmed by the popularity among PWD
of applications such as My Memories (as reported in Deliverable 8.3 [46]), which largely
exploits the PWD-specific knowledge graph for supporting the reminiscence process and
build personalised human-robot interactions.

With respect to the role of semantics and semantic technologies for supporting language
processing and understanding, the experience gained in the context of MARIO has been
useful to identify their applicability scope and open challenges that required, and still re-
quire, research activities.

As discussed in this document, language processing and understanding involves different
techniques, and there is no “one-size-fits-all” approach able to support and address the
heterogeneity of tasks and requirements. For example, a deep semantic-based parsing
approach might be an overkill and potentially useless when trying to interpret user answers
to yes-no questions; similarly, the usage of basic pattern matching is impractical when
the PWD is prompted to talk about important events in her life history. It has thus been
important to identify the different scenarios (again with the valuable input and support of
caregivers and pilot sites professionals), provide a range of NLP/NLU capabilities, and
identify the best service (or combination of services) for each scenario.

The introduction of semantic features with different degrees of complexity has contributed
to support the specific needs of MARIO’s application. The ability of recognising entity men-
tions and their semantic category (persons, places, etc.) has been the basis for supporting
applications whose logic depends on this capability (e.g., the My Chat, My Memories and
CGA applications). This has been further expended to take advantage of MARIO’s user-
specific knowledge base, with the ability of establishing a link between mentioned entities
and their representation in the local KB. Entity recognition is (together with intent clas-
sification and recognition) at the heart of existing frameworks for building goal-oriented
chatbots and dialogue-based applications.

When introducing approaches and techniques based on frame semantics, different chal-
lenges come into play. From a methodological perspective, the selection, detection and
typing of domain-specific frames has to be performed. This represents a non-trivial effort,
as it requires to (i) consider user requirements and frame datasets; (ii) match requirements
to frames; and (iii) identify relevant domain-specific frames to be considered. While an ex-
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isting resource such as FrameNet represents a valuable starting point, the actual coverage
and specificity of the available frames is still limited, in particular with respect to our target
domain. It is often the case that available frames are either too generic or there is no frame
description to address a specific requirement. This has an impact on frame recognition
capabilities: different sentences, although expressing different situations, might be asso-
ciated with the same frame that can thus not be considered as a discriminative feature.
This in turn has an impact on the possibility of clearly defining a mapping between the oc-
currences of frames, user’s intents and robot’s capabilities or applications. These aspects
have inspired and motivated our work that has led to Framester [15], an open large-scale
linked data knowledge graph, covering and interlinking linguistic, ontological and factual
knowledge. As part of its goals, Framester aims at extending and increasing the coverage
and availability of frames.

Deep frame-based semantic parsing and machine reading, as supported by FRED[9],
is a powerful and promising approach in the field of language understanding. However,
some steps in the processing pipeline correspond per se to open research problems, in
particular concerning frame detection and semantic role labelling. The complexity further
increases when dealing with languages other than English. While the coverage of lin-
guistic resources and models supporting the pipeline is high for English, the availability of
models and resources for other languages is limited. With respect to the problem of frame
recognition, a relevant contribution comes from the possibility of combining Babelfy’s word
sense disambiguation results with Framester’s resources. Specifically, given a sentence
in Italian, Babelfy is able to recognise the Babelnet’s synsets associated with the words
in the sentence. The association between synsets and frames available in Framester can
then be used to detect the evoked frames. However, to provide full frame-based semantic
parsing, an initial machine translation step is still required.

Another aspect to be considered is that existing NLP models and resources are often
built starting from corpora of written text of encyclopaedic nature. However, spontaneous
speech can be characterised by linguistic features that differ from those of written text.
In the case of PWD, features such as long pauses, repetitions, unfinished sentences and
re-starts have clearly an impact on deep semantic parsing. While frame detection might
still be possible by considering words evoking frames, deep semantic parsing is negatively
affected. This also motivates our choice to consider different language processing strate-
gies, as in some scenarios even a few words processed with shallow techniques can be
the trigger to understand user’s intent.

From a general perspective, research activities and efforts are required to address the lack
of resources able to provide robots with so-called common-sense background knowledge.
Common Sense Knowledge (CSK) is knowledge about the world shared by all people but
difficult to teach to artificial intelligence (AI) systems. However, common sense reasoning
is at the core of many unresolved AI tasks such as natural language understanding, object
and action recognition, etc. While semantic technologies provide access to Web-scale
resources and knowledge, these knowledge graphs are mostly of encyclopaedic nature
(e.g., DBpedia). To fill this gap, different frameworks are emerging to make available het-
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erogeneous knowledge for robotic systems and applications. Research projects and ini-
tiatives like KnowRob42, RoboEarth43 and RoboBrain44 go beyond local knowledge bases
and, also with the emergence of cloud-based robotics, propose Web-scale approaches.
As outlined in Sections 6.2-6.4, we are working and contributing in different ways along
multiple research paths, ranging from prototypical object-location relation extraction, to
empirical analyses of foundational distinctions in the Web of Data.

42http://knowrob.org/
43http://roboearth.ethz.ch/
44http://robobrain.me/
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d’Amato, P. Cudré-Mauroux, and A. Zimmermann. Springer, 2015, pp. 505–521.

[31] M. T. Pilehvar, D. Jurgens, and R. Navigli. “Align, disambiguate and walk: A uni-
fied approach for measuring semantic similarity”. In: Proceedings of the 51st An-
nual Meeting of the Association for Computational Linguistics. (Sofia, Bulgaria). Ed.
by M. P. Hinrich Schuetze Pascale Fun. Association for Computational Linguistics,
2013, pp. 1341–1351.
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